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Abstract

The affinity of hydronium ions (H3O+) for the air-water interface is a crucial ques-

tion in environmental chemistry. While sum-frequency generation (SFG) spectroscopy

has been instrumental to indicate the preference of H3O+ for the interface, key ques-

tions persist regarding the molecular origin of the SFG spectral changes in acidified

water. Here we combine ns-long neural network (NN) reactive simulations of pure

and acidified water slabs with NN predictions of molecular dipoles and polarizabilities

to calculate SFG spectra of long reactive trajectories including proton transfer events.

Our simulations show that H3O+ ions cause two distinct changes in phase-resolved SFG

spectra: first, a low-frequency tail due to the vibrations of H3O+ and its first hydration

shell, analogous to the bulk proton continuum, and second, an enhanced hydrogen-

bonded band due to the ion-induced static field polarizing molecules in deeper layers.

Our calculations confirm that changes in SFG spectra of acidic solutions are caused by

hydronium ions preferentially residing at the interface.
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Water interfaces exhibit a unique chemical reactivity that differs from both the bulk liquid

and the gas phase.1,2 Understanding this specific reactivity is critical in numerous fields,

ranging from atmospheric chemistry3 to microdroplet catalysis.4 With acidity recognized

as a key determinant of reactivity in aqueous phases, considerable experimental5–15 and

simulation16–20 effort has been devoted to characterizing the acid-base properties of the air-

water interface in recent decades.

Although no definitive answer to this question has been obtained yet, there is accumu-

lating evidence of substantial surface activity of hydronium (H3O+) cations.6–8,12–14,16,17,20

Among the experimental techniques which have supported this acid-enriched picture of the

air-water interface, vibrational sum-frequency generation (SFG) spectroscopy has been in-

strumental because of its surface specificity. SFG measurements have revealed that the

vibrational spectrum of the neat water surface changes markedly when the solution is acid-

ified,6–8,12–14 which has been suggested to arise from the presence of hydronium ions at the

air-water interface.

However, interpreting SFG spectra can be complex and ambiguous, and a consensus on

the molecular origin of these spectral changes has not yet been reached. A first difficulty

arises from the nature of the SFG signal being collected. Spectral changes in acidic solutions

have been found to be very different between experiments collecting the overall SFG inten-

sity6–8,11,12 and phase-resolved SFG measurements.13,14 In addition, a non-resonant back-

ground contribution has also been proposed11 to explain the observed changes instead of an

interfacial effect. And finally, because these characterizations consider the difference between

spectra, the need for a high signal-to-noise ratio7 has also been emphasized.

A second question arises from the two types of effects that ions like hydronium can

have on the SFG spectra. SFG measurements collect signal from all regions which are

not centrosymmetric. At the interface between neat water and air, SFG thus selectively

probes the outermost water molecular layer, where the isotropic character of the bulk liquid

disappears.21–23 However, when charged species like H3O+ are added at the interface, an
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additional contribution to the SFG signal arises from deeper-lying water molecules, whose

local environment is now no longer symmetric because of the static electric field generated

by the surface charges. The effective resonant second order susceptibility χ
(2),res
eff measured

in the SFG spectra becomes21,24

χ
(2),res
eff (ω) = χ(2),res(ω) + χ(3)(ω)∆Φ (1)

where χ(2),res and χ(3) are the intrinsic second-order susceptibility of the interface and the

third-order susceptibility of bulk water, and ∆Φ is the difference in electrostatic potential

between the interface and the bulk liquid (χ(2),res
eff includes an additional interference term,25

which is ignored here because it is negligible for ionic strengths above 0.01 M, as will be

considered in the following).

A key question is then to determine which term is responsible for the changes observed

in SFG experiments on acidified interfaces, and whether the latter result from an acid en-

richment of the air-water interface. Several explanations (sometimes in combination) have

been proposed in the literature to explain the spectral changes: first the intrinsic vibrational

response of hydronium ions lying at the interface8,12,13 (i.e., a χ(2),res term), second a struc-

tural rearrangement of first layer water molecules induced by neighboring hydronium ions7,8

(i.e., another χ(2),res contribution), third a long-range electrostatic effect which causes the

water molecules further from the interface to partially align with the field produced by sur-

face ions7,8,14,26 (i.e., a χ(3) contribution), and finally a non-resonant background.11 However,

disentangling these different contributions has proven extremely challenging so far.

Molecular dynamics simulations appear as ideally suited to determine these different

factors and to provide a molecular interpretation of the observed spectral changes at the

surface of acidic aqueous solutions. In the case of neat water, simulations have already

demonstrated that a quantitative description of the SFG spectrum can be obtained, at the

air-water interface (see, e.g., refs. 22,23,27–32) and at other aqueous interfaces including the
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water-silica,33,34 water-phospholipid33,35 and water-graphene36–38 interfaces.

However, SFG calculations of acidic aqueous solutions face two major difficulties due to

the highly reactive character of hydronium ions, which exchange their excess proton with

neighboring water molecules on a picosecond timescale.

The first one arises from the need to propagate trajectories long enough to obtain con-

verged spectra. Pioneering simulations39 of SFG spectra at the surface of acidified water

have for example employed classical polarizable forcefields to describe the hydronium ion.

While such non-reactive simulations have the advantage of their limited computational cost,

they impose a fixed (Eigen-like) localized structure to the fluctuating excess proton which

cannot be exchanged, and the impact on its vibrational properties at the air-water inter-

face is not known. In contrast, ab initio molecular dynamics simulations are reactive and

allow for proton exchanges,13,26 but their substantial computational cost imposes important

limitations on the trajectory length and thus on the convergence of the SFG spectra.

The second difficulty stems from the calculation of the molecular dipoles and polariz-

abilities that enter in the χ(2),res susceptibility. In the non-reactive situation of neat water,

several approaches have been successfully used to calculate the SFG spectrum: Morita and

Hynes22,23 related the water OH bond dipoles and polarizabilities to the molecular geom-

etry, Auer and Skinner27,28 designed an empirical map between the local electric field and

the bond dipoles and polarizabilities, and Nagata and coworkers29 used some features of this

map to relate the dipole-polarizability correlation to the bond velocity autocorrelation func-

tion. However, a common feature of all these methods is that they require intact covalent

bonds. Therefore they cannot describe the change in molecular dipole and polarizability

when a hydronium ion is converted into a water molecule upon proton transfer. Another set

of methods based on novel machine-learning approaches have recently reproduced the IR,

Raman and SFG spectra of liquid water40–43 but they have so far only been developed on

non-reactive systems.

Here we solve both difficulties and address the challenge of simulating the SFG spectrum
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of a reactive excess proton at the air-water interface by combining several neural network-

based approaches. A first neural network is used to propagate a reactive molecular dynamics

trajectory at the density-functional theory level. Two additional neural networks are con-

structed to obtain the dipoles and polarizabilities along this trajectory and a procedure is

introduced to account for proton exchanges. We then show that our calculated SFG spectrum

reproduces the features of the experimental spectra and we provide a molecular interpreta-

tion of the changes observed in acidic aqueous solutions, disentangling the different χ(2),res

and χ(3) contributions.

We first introduce our simulation methodology. A series of 16 independent 1 ns-long

reactive molecular dynamics simulations of a pure water slab and of a slab of water with

one excess proton (at an effective concentration of approximately 0.3 mol/L, see SI) are

propagated using a neural network potential (NNP). This NNP was constructed as part of

our recent study20 of water self-dissociation using the DeePMD-kit software44,45 to reproduce

the hybrid functional revPBE0-D3 level of theory. Since this network was trained to describe

proton exchanges, our trajectory is reactive. We emphasize that this NNP allows simulating

trajectories that are approximately one order of magnitude longer than in the most recent

ab initio molecular dynamics studies, while retaining the same accuracy.

The resonant second order susceptibility χ(2),res is expressed within the time-dependent

representation of Morita and Hynes22,23 as

χ(2),res
pqr (ω) =

iωQ(ω)

kBT

∫ ∞

0

dt eiωt

〈∑
i,j

αpq,j(t)µr,i(0)

〉
(2)

where kB is the Boltzmann constant, T is the temperature, Q(ω) = (ℏω/kBT ) / [1− exp (−ℏω/kBT )]

is the harmonic quantum correction factor,46 µr,i is the r component of the dipole moment

of molecule i and αpq,j is the pq component of the polarizability tensor of molecule j.

We determine the molecular dipoles and polarizabilities using the maximally localized

Wannier functions,47 whose charge centers provide the locations of electronic pairs. The
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modern theory of bulk polarization48 provides a natural connection between the total dipole

of the system and the vector sum of the Wannier centers and of the nuclei.47 Wannier

centers have already been used in combination with DFT-based molecular dynamics simu-

lations to calculate the molecular dipole of water49 and SFG spectra.31,50 However, for SFG

spectroscopy, the computational cost of determining the dipole and polarizability via DFT

at every step along the trajectory is prohibitively expensive, limiting the accuracy of the

calculated spectrum.50

We therefore draw on recent work40,41 where a NN was trained to predict the location

w of the vector sum of Wannier centers, i.e., the Wannier centroid, relative to each atom.

In the case of a water molecule, each oxygen atom is uniquely associated with four max-

imally localized Wannier centers, grouped into a Wannier centroid which thus represents

the effective center of negative charge for the molecule. Since the centers of positive charge

are simply the oxygen and hydrogen nuclear positions rO,H , the dipole of molecule i is then

expressed as

µi(t) = 6e rOi
(t) + e

∑
j∈i

rHj
i
(t)− 8e wi(t) (3)

where the sum runs over the Hj
i hydrogen atoms covalently bonded to the i-th oxygen atom

Oi. The derivatives of wi with respect to electric fields applied along each axis (computed

via finite differences) provide the effective molecular polarizabilities αi, and are learned by

a separate NN. This method was successfully applied to the calculation of the bulk water

IR40 and Raman41 spectra, and we extend it here to obtain the SFG spectra (we note that

a related NN approach has also recently been used to calculate the IR spectrum of bulk

water51). Details on the data sets and training procedures employed to obtain the dipole

and polarizability NN are provided in the SI.

For the hydrated excess proton, an additional difficulty arises from the discontinuities

caused by proton transfer events. Covalent bond breaking and making events abruptly

change the identity of the oxygen atom carrying the excess proton and induce discontinuities
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in the molecular dipoles of the proton donating and accepting molecules. While experimen-

tally the excess proton charge is compensated by a counterion, we focus here on the effect of

a single excess proton and our system carries a net charge (this approximation is justified by

the absence of counterion effect on experimental SFG spectra in dilute conditions14). The

dipole moment therefore depends on the chosen charge origin. In non-reactive situations one

typically sets the origin on the center of excess charge, and this choice does not affect the

spectrum52 since its very slow motion does not contribute to the frequency range of interest.

However, this is not the case here because of the fast proton transfer events. We solve this

difficulty by drawing on ideas from the modern theory of polarization, which stressed that

in periodic systems changes in polarization are well defined although the absolute polariza-

tion is not. We therefore add an a posteriori time-dependent analytic correction to the NN

molecular dipoles to ensure that they are continuous, and that their derivatives are equal to

their uncorrected values between proton transfers. This amounts to keeping the center of

charge on the original charge carrier (see details in SI). We finally calculate the susceptibility

from the time derivatives of the corrected dipoles and polarizabilities as

χ(2),res
pqr (ω) =

iQ(ω)

ωkBT

∫ ∞

0

dt eiωt

〈∑
i,j

α̇pq,j(t)µ̇r,i(0)

〉
(4)

Our simulations treat all nuclear motions classically. Although nuclear quantum effects

have a substantial impact on the vibrational spectrum of water, previous studies have shown

that classical simulations of water yield the same spectral features as with quantum nuclei53

but with a shift of vibrational bands. To facilitate the comparison with experimental results,

our calculated spectra therefore include an additional frequency axis whose frequencies are

scaled by a factor of 0.96 to approximate the impact of nuclear quantum effects in the high

frequency region, as done in previous calculations.29

We now present our calculated phase-resolved SFG spectra at the interface of neat water

and acidified water with air in Fig. 1. Pioneering SFG studies7,8 and several subsequent
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works12,13 have measured the intensity of the SFG signal for the interfaces of pure and acid-

ified water, but interpreting these changes is difficult because the intensity results from both

the real and imaginary parts of the response function. In our study, we therefore focus on the

imaginary part of the signal which can be more readily connected to a molecular interpreta-

tion. Regarding the frequency range to be explored, all recent phase-resolved measurements

focus on frequencies larger than 3,000 cm−1 but because the "proton continuum" is known54

to extend to lower frequencies in the bulk and because SFG intensity measurements8,11 have

reported a change upon acidification at low frequencies, we consider the 2,700-4,000 cm−1

frequency window.
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Figure 1: Imaginary part of the SFG response function with the SSP polarization combina-
tion for pure (blue) and acidified (orange) water slabs, normalized by the slab surface area.
Colored shaded areas indicate the 95% confidence intervals.

Figure 1 shows that our calculations reproduce all the well-known features present in the

air-water SFG spectrum, which supports our simulation methodology (to facilitate compar-

isons with experimental spectra, our following discussions on calculated spectra will employ

the scaled frequency). These include the positive peak at high frequencies (≈ 3,750 cm−1)

associated with dangling OH groups pointing towards the vapor phase, the hump close to

3,700 cm−1 coming from intra- and inter-molecular vibrational couplings55 (see SI for a de-

tailed analysis) and the negative band in the "bonded" region due to hydrogen-bonded OH

groups pointing towards the liquid phase (≈ 3,000−3,600 cm−1). As shown in Fig. S10,

our simulated spectra are in excellent agreement with experiments for the hydrogen-bonded
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band, but slightly overestimate the dangling OH band width as in other previous simula-

tions.27,28,30,32,39,56 However, this in no way hinders our aim of determining the molecular

factors behind the changes in SFG spectra upon acidification.

We now compare the SFG spectra at the air interface of neat and acidified water, focussing

on three frequency regions. First, in the high frequency domain (≈ 3,700−3,800 cm−1) cor-

responding to the dangling OH groups, our spectra do not reveal any substantial change

upon acidification. Early SFG intensity measurements7,8 had reported a decrease in the

amplitude of the free OH peak but its magnitude was found to greatly depend on the exper-

imental signal-to-noise ratio; more importantly these measurements considered the intensity

of the SFG signal, and subsequent studies have shown14,26,39 that this intensity decrease is

caused by a change in the real part of the response function. This is therefore consistent

with the absence of any change in the imaginary part of our calculated signal. Second, in the

bonded region (3,300−3,600 cm−1), the amplitude of the negative band is enhanced in the

acidified solution, in good agreement with previous measurements13,14 (see Fig. S10) and

simulations.26 Finally, at low frequencies (below ≈ 3,000 cm−1), our calculations reveal a

negative tail in the acidified solution. This result is consistent with low-frequency measure-

ments of the SFG intensity,8 but to the best of our knowledge, subsequent phase-resolved

measurements and simulations do not seem to have considered this frequency region, and

recent SFG intensity measurements have attributed it to a non-resonant contribution.11 Al-

though the non-resonant contribution cannot be determined from simulations, the presence

of this tail in our calculated resonant response function suggests instead that this spectral

feature is associated (at least in part) to the interfacial presence of H3O+ and our analysis

below will determine its molecular origin. We have complemented this spectral comparison

with a structural analysis of the two interfaces in the SI.

In order to interpret these spectra and to determine the molecular origin of the spectral

changes observed in acidic solutions, we decompose the simulated signals into their contri-

butions from molecules in successive interfacial layers (see Fig. 2). For neat water, it is well
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Figure 2: Imaginary part of the SSP SFG response function for a) pure and b) acidified
water slabs decomposed into contributions from molecules lying in the first (blue), second
(orange) and third (green) interfacial layers. Black dashed lines represent the total signals.
Signals are normalized with respect to the maximal amplitude of the dangling OH peak.
The first, second, and third layers are defined to include water molecules whose oxygen atom
lies respectively above and less than 3 Å below the Gibbs dividing surface (GDS), between
3 Å and 6 Å below the GDS and between 6 Å and 9 Å below the GDS (with 9 Å below the
GDS approximately matching the middle of our simulation slab).

known22,57 that the SFG signal majoritarily comes from molecules lying in the first interfa-

cial layer, with a minor contribution from molecules in deeper layers and a negligible signal

below ≈ 5-6 Å, and Fig. 2a shows that our simulations support this picture. We first examine

the negative hydrogen-bonded band. In the acidified solution, the contribution of the first

layer is only marginally enhanced compared to that in pure water (less than 5% units of the

dangling peak intensity used as a reference, see Fig. 2b). This observation is corroborated by

our structural analysis, showing that within the first layer only the few water molecules in

the hydronium cation’s first hydration shell experience a downward reorientation, and this

rearrangement remains limited (see Fig. S4). The increased amplitude of the total signal in

the hydrogen-bonded band is shown in Fig. 2b to arise from the increased contributions of

the second and third molecular layers, by ≈ − 50 % compared to the pure water situation .

Our structural analysis shows that this originates from a change in the average orientation

of these water molecules (Fig. S5) due to the electric field generated by the cation lying at

the interface (Fig. S8), leading to the previously suggested14,26 χ(3) effect.
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We note that the depth over which this static field extends depends on the solution screen-

ing length, and thus on the ionic strength and on the nature of the counterion. Therefore,

while our calculations are expected to provide a good description of the χ(3)(ω) lineshape,

the amplitude of this contribution should be considered an estimation for two reasons. First,

since this term arises from the static field induced by the surface charges, the simulated slab

(half-) thickness should significantly exceed the Debye screening length, which is approxi-

mately 5 Å at the 0.3 mol/L concentration considered here; thus a thicker slab would be

necessary. Second, counterions should be included, whereas our simulations focus solely on

a single hydronium ion. Despite these limitations, the good agreement that is demonstrated

between our simulated spectra and the experimental measurements (Fig. S10) suggests that

our simulations capture the key effects.

We then turn to the low frequency tail present in the acidified interface signal. Figure 2b

shows that it originates from molecules lying in the first interfacial layer, and not from a

bulk contribution. This therefore rules out a solely electrostatic origin for the vibrational

impact of excess protons at the air-water interface.

We now determine whether this signal is directly caused by the vibrations of H3O+ or by a

rearrangement of water molecules in the topmost interfacial layer. To this end, we decompose

the full SFG signal into contributions from three different kinds of molecules: the hydronium

cation, its first hydration shell molecules, and the rest of the slab molecules. The result in

Fig. 3a clearly shows that the low-frequency tail directly comes from the excess proton and

its solvating water molecules, with no contribution from the rest of the slab. This broad

red-shifted OH stretch band can thus be interpreted as part of the interfacial equivalent of

the "proton continuum" characterized in the bulk via IR and Raman measurements.8,54

A previous study13 has proposed that the vibrations of the proton are responsible for

all the changes measured in the imaginary part of χ(2),res upon acidification, extending up

to frequencies corresponding to the hydrogen-bonded band, thus much larger than typically

observed for the proton continuum in bulk acidified solutions (≈3,400-3,500 cm−1 at the
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Figure 3: a) Imaginary part of the SSP SFG response function for the acidified water slab de-
composed into contributions coming from the hydronium cation (orange), its first hydration
shell (green), and the other water molecules in the system (blue). Signals are normalized
by the slab surface area and black dashes represent the total signal. b) Contribution of the
hydronium cation to the total SFG (black) and bulk IR (blue) signals normalized by the
dangling OH peak amplitude.

interface vs ≈ 3,000 cm−1 in bulk). To understand how the hydronium vibrations change

between the bulk and the air-water interface, we isolate the hydronium contribution to

the imaginary part of χ(2),res and compare it to the hydronium contribution to the bulk

IR spectrum, obtained with the same NN-based methodology40 from an acidified aqueous

solution (one excess proton in 192 water molecules in bulk conditions, see SI for details).

The results in Fig. 3b show that the bulk H3O+ vibrational spectrum exhibits three well-

known54 features, namely the "proton transfer mode" (≈ 1,100−1,200 cm−1), the bending

peak (≈ 1,700 cm−1) and the broad stretching band (≈ 2,000−3,000 cm−1) known as the

proton "continuum". The same three features are present in the SFG spectrum of H3O+ at
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the interface, but with a negative amplitude due to the downward (ie. toward the liquid)

orientation of the H3O+ molecular dipole, consistent with the literature39 and our own

structural analyses (Fig. S3). The relative contribution of H3O+ to the total SFG signal is

more than an order of magnitude larger than in the IR signal, due to the larger effective

concentration of protons at the interface compared to that in the bulk (see Fig. S1). But while

the signs and amplitudes of the SFG and IR spectra allow only a qualitative comparison,

contrasting the frequencies of the different H3O+ bands in the two environments is very

instructive. When going from the bulk to the air-water interface, we observe a moderate

blue-shift of the proton transfer (≈ 100 cm−1) and stretching (≈ 200 cm−1 for the maximum

amplitude) modes, and a narrowing of the latter band compared to the bulk, with a signal

that rapidly vanishes above ≈ 3,300 cm−1. To understand the origin of this blueshift, we have

analyzed the distribution of oxygen-oxygen distances (see Fig. S2) between the hydronium

ion and its hydrogen-bond acceptors. Both the average oxygen-oxygen distance and its

fluctuations are identical (within numerical errors) between the bulk and the interface. This

strongly suggests that the observed blueshift of the H3O+ stretching mode at the interface

does not originate from an elongation of its hydrogen bonds, but from the reduced polarity of

the interfacial environment, which disfavors charge separation, increases the energetic cost of

the OH bond elongation and thus the stretch frequency. Finally, the question of whether the

excess proton at the air-water interface adopts the Eigen or Zundel structure has attracted

some attention in the literature: our calculated SFG spectra for each form (Fig. S13) suggest

that these two structures cannot be easily distinguished spectrally.

Our spectral analysis thus unambiguously shows that the increased intensity of the phase-

resolved SFG signal observed at acidified air-water interfaces around (and below) ≈ 3,000

cm−1 is directly due to the OH vibrations of the hydronium cation and its first solvation shell.

An important implication of our results is therefore that this spectral region provides a clear

signature of the presence of hydronium ions at the interface. In addition, because of the large

relative contribution of the hydronium ion to the total SFG signal, the low-frequency proton
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transfer mode which has been quite elusive in the bulk should be detectable experimentally

with low-frequency phase-resolved SFG. This should also apply to protons at more complex

aqueous interfaces, including, e.g. the phospholipid/water interface, and our results provide

a molecular interpretation of recent experimental SFG spectra58 on such systems, which

have shown an enhanced intensity in the 2,500-2,800 cm−1 frequency range in the presence

of acids.

Finally, while our simulations have focused on a single hydronium ion with no counterion,

our calculated SFG spectra effectively capture the key changes observed upon acidification.

Experiments show that counterions have a significant impact only at high concentration and

for surface-active ions. Our results suggest that they can affect two spectral regions: first,

the hydrogen-bonded band, by partially screening the hydronium-induced static field and

changing the χ(3) term amplitude, and second, the dangling OH peak by displacing some

surface water molecules and reducing the peak amplitude. However, a more limited effect

is expected in the low-frequency region below 3,000 cm−1 where the hydronium vibrational

signature is present.

Our study therefore demonstrates that integrating state-of-the-art NN-based reactive

MD simulations with NN determinations of molecular dipoles and polarizabilities offers a

powerful method for calculating SFG spectra of reactive systems. Our application to the

paradigm situation of an excess proton at the air-water interface yields an accurate, statis-

tically converged characterization of the spectroscopic signature for this challenging system.

Our results show that this elusive species brings two spectrally distinct contributions to the

SFG vibrational spectrum: first, a static field χ(3) effect7,8,14,26 expanding the interfacial

region probed by SFG, and second a unique broad low-frequency vibrational signature akin

to that observed in bulk acidic aqueous solutions, characterized here for the first time. The

strong agreement between our simulated spectra and experimental measurements, along with

the identification of the molecular factors responsible for the spectroscopic features of acidi-

fied solutions, strongly supports the preferential adsorption of excess hydronium cations at
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the air-water interface. Further extensions of this study will explore the mechanism of the

impact of counterions and of acid concentration on the interfacial affinity of H3O+ and on

the SFG spectra, as measured experimentally.8,14 These issues will be addressed in a future

work building on the methodology presented here.
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