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Abstract

Greedy first-order methods, such as coordinate descent with Gauss-Southwell rule or match-
ing pursuit, have become popular in optimization due to their natural tendency to propose
sparse solutions and their refined convergence guarantees. In this work, we propose a prin-
cipled approach to generating (regularized) matching pursuit algorithms adapted to the
geometry of the problem at hand, as well as their convergence guarantees. Building on
these results, we derive approximate convergence guarantees and describe a transition phe-
nomenon in the convergence of (regularized) matching pursuit from underparametrized to
overparametrized models.

Keywords: Optimization, first-order methods, matching pursuit, linear regression, LASSO.

1 Introduction

Many natural problems from machine learning and data science take the form of an ℓ1-
regularized minimization problem:

min
α∈Rd

{F (α) + H(α) ≜ f(Pα) + λ∥α∥1}, (1)

where f : Rn → R is a smooth strongly convex function, P ∈ Rn×d and n, d respectively
denote the number of samples and the dimension of the problem. Typically, in the vanilla
least-squares regression problem, H(α) = 0 and F (α) = f(Pα) = 1

2n∥Pα − y∥22, and P
corresponds to the input data, y ∈ Rn to the labels, d to the number of features (or
parameters) and n the number of observations. If in addition H(α) = λ∥α∥1, Problem (1)
is exactly the LASSO problem (Tibshirani, 1996), that belongs to more general variational
problems appearing in Fenchel duality theory (Bauschke and Combettes, 2017, Section
15.3). Problem (1) is often compared to its constrained counterpart,

min
α∈Rd

F (α), such that ∥α∥1 ⩽ R, (2)

where λ may be seen as the Lagrange multiplier associated to the constraint ∥α∥1 ⩽ R with
R > 0. Problems (1) and (2) arise when looking for sparsity patterns, such as in signal

1



Moucer, Taylor, Bach

processing where we aim for models depending on a small number of variables, or for trace-
norm regularized problems, when looking for low-rank solutions (Dudik et al., 2012). In
particular, Problem (1) is a popular way to induce sparsity on the solution for a well-chosen
range of λ. Thus, ℓ1-penalization (or constraint) is strongly connected to sparsity and can
be seen as a convex substitute for ℓ0-penalization problems (Candes and Tao, 2005, Section
1.2)for performing feature selection.

First-order methods have become popular to solve optimization Problems (1) and (2),
due to their low cost per iteration and to the limited accuracy requirements in machine
learning (Bottou et al., 2018, Section 7 and 8). Within these methods, different algorithms
might be used, whose choice depends on the properties of functions F and H. For instance,
a first-order method may rely on the gradient or the proximal operator (Parikh and Boyd,
2013) as in the proximal gradient method, or the linear minimization oracle as in the Frank-
Wolfe algorithm (Jaggi, 2013) for the constrained version (2). These methods often benefit
from convergence guarantees.

In the context of sparsity, traditional first-order methods, such as the proximal gradi-
ent, do not always lead to sparse solutions (Iutzeler and Malick, 2020). Boosting strategies
(also known as matching pursuit) have been developed to ensure sparse representations of
approximate solutions (Mallat and Zhang, 1993; Tropp, 2004). At each iteration, a possibly
new atom (also referred to as a weak-learner in the boosting literature, or a coordinate
in the context of coordinate descent) is greedily selected as a best candidate among a set
of atoms, and combined to past iterates. While boosting benefits from strong statistical
properties (Tropp, 2004), from an optimization perspective, their convergence analyses of-
ten rely on extra statistical assumptions (Zhang, 2011a). More recently, randomized and
greedy coordinate descent methods have gained interest due to their low-cost per iteration
even in high dimension (Nesterov, 2012) and to their implicit induced sparsity (Beck and
Tetruashvili, 2013; Fang et al., 2020).

Correspondences have been highlighted between first-order methods and boosting strate-
gies for non-regularized minimization problems (λ = 0), leading to convergence guarantees
independent of traditional statistical assumptions. For example, coordinate descent has
been interpreted as matching pursuit (Locatello et al., 2018), as well as Frank-Wolfe al-
gorithms (Jaggi, 2013; Locatello et al., 2017) for constrained Problems (2), by formulating
them as minimizers of well-chosen quadratic upper approximations. These analyses strongly
rely on a well-chosen geometry, characterized by a gauge function (Friedlander et al., 2014).
To our knowledge, this comparison was only drawn for non-regularized problems for which
λ = 0 (Locatello et al., 2018) and for constrained problems (Sun and Bach, 2022).

Problem (1) in Rd can be naturally formulated as an optimization problem in Rn, letting
the gauge geometry appear,

min
α∈Rd,x∈Rn

f(x) + λ∥α∥1, such that x = Pα,

= min
x∈Rn

f(x) + λ inf
α∈Rd, x=Pα

∥α∥1,

= min
x∈Rn

f(x) + λγP(x),

(3)

where the gauge function is defined as γP(x) ≜ infα∈Rd, x=Pα ∥α∥1 with P = conv({±P:,i, i =
1, . . . , d}) the centrally symmetric convex hull of the columns of P . Gauge functions may
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be seen as generalized versions of the ℓ1-norm, providing a sparse representation α ∈ Rd of
a vector x ∈ Rn with respect to a set of atoms. Under some assumptions on P , the gauge
function may be a norm, as we will see in Section 2. Let us for example take P = conv(±ei),
then γP(x) = ∥x∥1.

Due to the connection between optimizing in Rd and in Rn, it is possible to derive
algorithms adapted to one geometry or to the other, and to formulate geometry-adapted
convergence guarantees. For the ℓ1-geometry, Nutini et al. (2018b, Section 4) analyzed
greedy coordinate descent by considering strong convexity with respect to the ℓ1-norm,
and formulated the strong convexity parameter as an optimization problem (Nutini et al.,
2018b, Appendix 4.1). More generally, d’Aspremont et al. (2018, Section 2) extended
smoothness and strong convexity with respect to the gauge γP , which led to formulations
of the smoothness parameter as an optimization problem in the work of Sun and Bach
(2022, Section 2.5). These optimization problems are often hard to solve (yet, they have
closed-form reformulation in some cases).

The main idea of this work is to propose a principled view on gradient boosting methods,
that are obtained by minimizing a smoothness upper bound with respect to the ℓ1-norm.
This methodology leads to a new boosting strategy for regularized problems, that bene-
fits from (sub)linear convergence properties. Unlike former methods, such as orthogonal
matching pursuit under restricted isometry property (RIP) by Zhang (2011b), convergence
analysis is performed without statistical assumptions on the data. Convergence guarantees
let appear parameters characterizing the class of functions and the geometries of optimiza-
tion problems (1) in Rd and (3) in Rn, but remain mostly intractable. To this end, we
compute a priori refined estimates of convergence rates for boosting methods applied to
a particular least-squares problem. We develop two approaches for computing on the one
hand deterministic estimates using SDP relaxations (Goemans and Williamson, 1995), and
on the other hand high probability bounds using random matrix theory. As a result, we
observe a transition phase in the convergence rate of gradient descent (resp. coordinate de-
scent), depending on (n, d). Surprisingly, we conclude that for a fixed number of samples n,
adding features (dimension d) improves their convergence, which may be compared to the
double descent phenomenon (Belkin et al., 2019) for the generalization error. Building on
these results, we experimentally highlight a transition phase for the proximal gradient and
regularized matching pursuit on a LASSO problem, depending on the value for λ. Finally,
we define an ultimate method, enjoying linear convergence both in the underparametrized
(n ≫ d) and in the overparametrized (n ≪ d) regime, that is nonetheless not a boosting
method (it may indeed add more than one atom per iteration).

1.1 Prior works

Boosting algorithms. Boosting strategies, also known as matching pursuit in signal
processing, have been initiated in the context of sparse recovery (Mallat and Zhang, 1993),
and extended to the fitting of weak-learners with ‘gradient boosting’ techniques such as
Adaboost by Freund and Schapire (1999). Matching pursuit (MP) algorithms produce
sparse combinations of atoms by picking a direction from a set of atoms using information
on the gradient. Boosting algorithms are suited to both constrained models, with for
example orthogonal matching pursuit (Sheng Chen and Luo, 1989; Tropp, 2004; Zhang,
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2011b) or greedy algorithms (Tewari et al., 2011), as well as to unconstrained (penalized)
optimization problems, with for example the vanilla boosting strategy of (Zhang, 2011a),
that minimizes a well-chosen quadratic upper-bound. Recently, Locatello et al. (2017) have
unified the framework for matching pursuit and Frank-Wolfe algorithms (Frank and Wolfe,
1956) leading to non-statistical convergence guarantees for matching pursuit.

Coordinate descent. Coordinate descent has gained interest due to the increasing ac-
cess to large amounts of data, and thereby to the use of large-scale optimization models.
Tseng (2001) opened the path to convergence guarantees for proximal coordinate descent on
composite minimization problems (Tseng and Yun, 2009). Nesterov (2012) derived global
guarantees for coordinate gradient descent applied on convex objectives, paving the way
to families of randomized coordinate updates (Richtárik and Takáč, 2014), and greedy up-
dates (Beck and Tetruashvili, 2013). Yet, these analyses often lead to dimension-dependent
convergence guarantees. Nutini et al. (2018b) provided the first convergence guarantee of
greedy coordinate descent (or coordinate descent with Gauss-Southwell rule) without de-
pendence in the dimension, formulating the update as the minimization of a smoothness
upper bound with respect to the ℓ1-norm. More precisely, they showed a significantly bet-
ter performance of greedy coordinate descent compared to randomized coordinate descent.
However, the analysis did not extend well to proximal coordinate descent, letting a depen-
dence in the dimension appear in the convergence bound. This led to refined techniques such
as the greedy update of Karimireddy et al. (2019), with dimension-independent convergence
guarantees. Finally, these methods often present the benefit of an induced sparsity, that
can be linked to the ℓ1-norm. Locatello et al. (2017) interpreted steepest coordinate descent
as a matching pursuit algorithm, where the atoms corresponds to the unitary directions.
More precisely, steepest coordinate descent may be seen as the minimization of a smooth-
ness upper bound with respect to the ℓ1-norm. Considering gauge functions, coordinate
descent can be extended to producing solutions sparse with respect to atoms, as Sun and
Bach (2022) did with the generalized conditional gradient method (Bach, 2015).

Refined convergence guarantees. Sparse optimization often reveals a gap between theo-
retical convergence guarantees and observed behaviors. The LASSO has been widely studied
for statistical recovery. From an optimization point of view, most of the analyses depend on
the statistical recovery efficiency. For constrained optimization problems, (Zhang, 2011b)
proposed a forward-backward greedy algorithm for which he derived convergence guarantees
under RIP. Similarly, Agarwal et al. (2010) analyzed the proximal gradient and the pro-
jected gradient under restricted strong convexity and smoothness, that comes directly from
restricted eigenvalue conditions (Raskutti et al., 2010), that appear for example for random
Gaussian matrices. A recent focus on average-case analysis of optimization methods under
random matrices was initiated by Pedregosa and Scieur (2020), coming from the conver-
gence analysis of the simplex method (Borgwardt, 1987; Spielman and Teng, 2001). On
the contrary, other works improved global convergence guarantees considering well-chosen
geometries. For separable quadratics, Nutini et al. (2018b, Section 4.1) have computed
explicitly the strong convexity parameter in the ℓ1-geometry. Generalizing unitary atoms
from the ℓ1-geometry to atoms, Sun and Bach (2022, Section 2.5) formulated smoothness
and strong convexity with respect to gauge functions as optimization problems. However in
most cases, since these parameters are hard to compute, both strong convexity and smooth-
ness parameters remains formulated in the ℓ2-norm. This often leads to additional terms in
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convergence guarantees, coming from the norm equivalence (Nutini et al., 2018b, Appendix
4) or from the geometry such as the pyramidal width (Lacoste-Julien and Jaggi, 2015) or
the directional width (Locatello et al., 2017) in Frank-Wolfe techniques, or to the Hoff-
man constant (Hoffman, 1957) for linear mappings with strongly convex functions (Necoara
et al., 2019; Karimi et al., 2016; Guille-Escuret et al., 2021).

1.2 Assumptions

Convex optimization framework. In this work, functions f into consideration are
convex, differentiable and Problem (3) admits at least one global minimizer x⋆ ∈ Rn.
Functions F (·) = f(P ·) : Rd → R benefit from the same properties. We restrict ourselves
to the analysis of first-order methods (linear combinations of past iterates and gradients).

In this paper, functions f may be smooth with respect to a generic norm ∥ · ∥Rn , if they
verify for all x, y ∈ Rn,

f(y) ⩽ f(x) + ⟨∇f(x), y − x⟩ +
Lf

2
∥y − x∥2Rn . (4)

Functions F (·) = f(P ·) are therefore smooth with respect for any norm ∥ · ∥Rd with LF ⩽
LfLP , where L is defined such that for all α, β ∈ Rd, ∥P (α − β)∥2Rn ⩽ LP∥α − β∥2Rd ,

that is LP = sup∥β∥Rd⩽1 ∥Pβ∥2Rn . For least-squares, functions F are exactly smooth with

LF = LfLP . In addition, functions f are strongly convex with respect to a norm ∥ · ∥Rn , if
for all x, y ∈ Rn,

f(y) ⩾ f(x) + ⟨∇f(x), y − x⟩ +
µf

2
∥y − x∥2Rn . (5)

Functions F (·) = f(P ·) do not always inherit strong convexity. For example, for least-
squares, functions F are not strongly convex as soon as the number of samples n is lower
than the dimension d. The ‘natural’ strong convexity parameter of functions F is given
by µF = µfµP , with µP = inf∥β∥Rd⩾1 ∥Pβ∥2Rn and may indeed be zero. As we will see in

Section 2.4, F however inherits the  Lojasiewicz property with parameter µFL > 0, such that
for all β ∈ Rd,

1

2
∥∇F (β)∥2Rd,⋆ ⩾ µFL (F (β) − F⋆), (6)

where ∥ · ∥Rd,⋆ is the dual norm for ∥ · ∥Rd .

Random matrices. A part of this work is devoted to approximating the strong convexity
and smoothness parameters of f and F . We consider on the one hand relaxed formulations
for strong convexity and smoothness parameters with respect to the data P (i.e., geome-
try). On the other hand, we propose high probability bounds of these parameters, relying on
random matrix theory. Random matrices often appears in statistical assumptions, such as
with restricted isometry property (Candes and Tao, 2005) or the restricted eigenvalue con-
dition (Raskutti et al., 2010). In the machine learning literature, random matrices appear
in average-case analysis for quadratics (Pedregosa and Scieur, 2020) with the Marchenko-
Pastur distribution (Marchenko and Pastur, 1967), or when studying the double descent
phenomena for the generalization error (Belkin et al., 2019; Mei and Montanari, 2022; Bach,
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2023) for Gaussian data. Most of the time, these analyses let two regimes appear, depend-
ing (among others) on the number of samples n and the dimension d. Throughout this
work, we thus consider two regimes depending on the linear mapping structure P ∈ Rn×d:
the underparametrized (respectively overparametrized) regime, characterized by matrices
P ∈ Rn×d for which n ⩾ d (resp. d ⩾ n) and P⊤P (resp. PP⊤) is invertible. Note that
the invertibility of PP⊤ (resp. P⊤P ) in the overparametrized (resp. underparametrized)
regime can be obtained by adding sufficiently random noise. More assumptions on P and
P⊤P will be made across this study.

2 A transition phase for linear regression

We begin with the study of a linear regression problem, where problem (7) is a special case
of the optimization Problem (1) with λ = 0,

min
α∈Rd

{F (α) = f(Pα) =
1

2n
∥Pα− y∥22}, (7)

where P ∈ Rn×d, and n, d respectively denotes the number of samples and the dimension.

In this section, we focus on describing the convergence regimes of gradient descent
in the ℓ2-geometry and coordinate descent with the Gauss-Southwell (GS) rule (Karimi
et al., 2016; Nutini et al., 2018b) in the ℓ1-geometry. More precisely, we interpret gradient
descent and coordinate descent as the minimizers of smoothness upper bound with respect to
well-chosen norms, that is, as optimization problems in the geometry under consideration.
This interpretation leads to linear convergence both in the underparametrized and the
overparametrized regime, letting smoothness and strong convexity parameters appear, that
are adapted to the geometry. For characterizing convergence properties of these methods,
we provide estimates of these quantities. A first technique developed in this work is based on
an SDP relaxation, and leads to deterministic estimates. A second technique, inspired from
statistical assumptions and average-case analysis, leads to high probability bounds under
statistical assumptions on the data. These estimates let a transition phase appear between
the underparametrized and overparametrized regimes, that we illustrate in particular in a
random feature experiment. Finally, we interpret coordinate descent as a matching pursuit
algorithm depending on the geometry P .

First, let us compute estimates of smoothness and strong convexity parameters by formu-
lating their computation as optimization problems in a generic norm for the least-squares
minimization (7). In this context, f is 1

n -smooth 1
n -strongly convex with respect to the

norm ∥ · ∥2. Thus, F is LF -smooth with respect to an arbitrary norm ∥ · ∥ in Rd, with
LF = 1

n sup∥β∥2⩽1 ∥Pβ∥22. In addition, the function is (possibly) µF -strongly convex, with

a parameter µF explicited in Lemma 1 and possibly equal to 0 (especially when dimension
d < n).

Lemma 1. Let F = 1
n∥Pα − y∥22, where P ∈ Rn×d. Then, F is µF -strongly convex with

respect to a norm ∥ · ∥ with,

µF =
1

n
inf

∥β∥2⩾1
∥Pβ∥22 and

1

µF
= n sup

∥Pβ∥2⩽1

∥β∥22.
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Proof Let us recall the definition for strong convexity (5), for all α, ν ∈ Rd, F (α) ⩾

F (ν) + ⟨∇F (ν), α − ν⟩ + µF

2 ∥α − ν∥2. Since F is a quadratic, the left-hand side of the
inequality can be rephrased into, for all β ∈ Rd, ∥Pβ∥22 ⩾ µF ∥β∥2, from which both
formulations follow.

In Lemma 1, we formulate µF , the strong convexity parameter for F , as a nonconvex
minimization problem, with a convex objective and concave constraints. Such a problem is
usually costly to solve. The function F also verifies the  Lojasiewicz inequality (6) with µFL .
Again µFL is formulated as an optimization problem.

Lemma 2. Let F = 1
n∥Pα − y∥22, where P ∈ Rn×d. Then, F verifies the  Lojasiewicz

inequality (6) with respect to a (dual) norm ∥ · ∥⋆, with

µFL =
1

n
inf

∥Pβ∥22⩾1
∥P⊤Pβ∥2⋆ and

1

µFL
= n sup

∥P⊤Pβ∥2⋆⩽1

∥Pβ∥22.

Proof The proof follows from the  Lojasiewicz inequality. Given that y = Pα⋆, where α⋆
is an optimal point for F , we have for all α ∈ Rd: ∥∇F (α)∥2⋆ = 1

n∥P
⊤P (α − α⋆)∥⋆ and

F (α) − F⋆ = 1
2n∥P (α− α⋆)∥22. Then, for all β ∈ Rd, ∥P⊤P (α− α⋆)∥⋆ ⩾ µFL∥Pβ∥22.

Again in Lemma 2, µFL is formulated as a (nonconvex) minimization problem. The two
quantities µF and µFL are compared in Lemma 3, with equality in the underparametized
regime in which P⊤P is invertible.

Lemma 3. Let F = 1
2n∥Pα− y∥22. Then, we have that µFL ⩾ µF for µF (resp. µFL) defined

in Lemma 1 (resp. Lemma 2). If P⊤P is invertible, µFL = µF .

Proof Let us consider the squared-root formulations of µF and µFL given in Lemma 1 and
Lemma 2.

1√
nµF

= sup
∥Pβ∥2⩽1

∥β∥ = sup
∥z∥⋆⩽1,∥Pβ∥2⩽1

⟨β, z⟩,

1√
nµFL

= sup
∥P⊤Pν∥⋆⩽1

∥Pν∥2 = sup
∥P⊤Pν∥⋆⩽1,∥Pβ∥2⩽1

⟨Pβ, Pν⟩ = sup
∥P⊤Pν∥⋆⩽1,∥Pβ∥2⩽1

⟨β, P⊤Pν⟩.

Since Im(P⊤P ) ⊂ Rd, we have 1√
nµF

⩾ 1√
nµFL

, and therefore µFL ⩾ µF . In the special case

where P⊤P is invertible, Im(P⊤P ) = Rd, and µFL = µF .

In the next sections, we see the role of these parameters in the convergence guarantees
of gradient descent and steepest coordinate descent, both in the underparametrized and
overparametrized regime. We then propose deterministic estimates for µF and µFL , as well
as high probability bounds based on a simple random model for P .

2.1 Gradient descent in the ℓ2-geometry

We are interested in the convergence of gradient descent in the underparametrized and the
overparametrized regimes. Assume Rd is equipped with the ℓ2-norm. The function F is
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convex, LF2 -smooth with respect to the norm ℓ2, with LF2 = 1
nλmax(P⊤P ). A common

interpretation of gradient descent with fixed step size γ = 1
LF
2

comes from the minimization

of a quadratic (smoothness) upper bound on F :

α1 = α0 −
1

LF2
∇F (α0) = α0 −

1

LF2
P⊤(Pα0 − y). (8)

In the underparametrized regime, the function F is µF2 -strongly convex with respect to the

ℓ2-norm, with µF2 = λmin(P
⊤P
n ) > 0. As a result, gradient descent (8) converges linearly.

However, in the overparametrized regime in which d ⩾ n, µF2 = 0, F is not strongly convex.
Yet, gradient descent still converges linearly (Bolte et al., 2010), since quadratics benefit
from the  Lojasiewicz inequality, with µFL,2 = 1

nλmin(PP⊤) > 0.

Proposition 4. Let F be convex, LF2 -smooth with respect to the norm ∥ · ∥2, be µF2 -strongly
convex and verify a  Lojasiewicz inequality with parameter µF2,L, with 0 ⩽ µF2 ⩽ LF2 and

0 ⩽ µF2,L ⩽ LF2 . Let (αk)k∈N be generated by gradient descent in (8) starting from α0 ∈ Rd.
The sequence verifies:

F (αk) − F⋆ ⩽

(
1 −

max(µF2 , µ
F
2,L)

LF2

)k
(F (α0) − F⋆),

where µF2 = λmin(PP⊤/n), µF2,L = λmax(P⊤P/n) and LF2 = λmax(P⊤P/n)

Proof See appendix B.

Convergence speeds obtained in Proposition 4 depend on λmax(P⊤P/n), λmax(P⊤P/n) and
λmin(PP⊤/n). In the case where P is generated randomly, we can derive estimates of
these extremal eigenvalues, avoiding a full computation of the extremal eigenvalues, and
thus, an approximate convergence guarantee of the method. In the following, we consider
random data P , with i.i.d. entries having the same variance, so that P⊤P and PP⊤ have
a limiting Marchenko-Pastur distribution (Marchenko and Pastur, 1967), whose extremal
eigenvalues are known. This distribution generalizes the Wishart distribution of P⊤P and
PP⊤, obtained from Gaussian data P .

Theorem 5 (Limits of extreme eigenvalues - Theorem 5.11 (Bai and Silverstein, 2010)).
Assume P ∈ Rn×d, where each entry is an i.i.d. random variable with mean 0, variance σ2,
E[P 4

i,j ] < +∞ and let H = 1
nP

⊤P . If d
n → r ∈ (0,∞), then we have almost surely that

λmin(H) → σ2(1 −
√
r)2,

λmax(H) → σ2(1 +
√
r)2.

Combining Theorems 5 with Proposition 4, we obtain natural estimates of the conver-
gence properties in the underparametrized and the overparametrized regimes for random P .

Corollary 6. Under the same assumptions than Theorem 5 and assuming E[∥P∥4] < +∞,
gradient descent with step size γ = 1

LF
2

converges linearly to the optimum. Then, if d
n →

r ∈ (0,∞), we have almost surely that
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• in the underparametrized regime (r ≪ 1): 1 − λmin(P
⊤P )

λmax(P⊤P )
→ 1 − (1−

√
r)2

(1+
√
r)2

,

• in the overparametrized regime (r ≫ 1): 1 − λmin(PP
⊤)

λmax(P⊤P )
→ 1 − r

(1−
√

1/r)2

(1+
√
r)2

.

Proof Applying the Marchenko-Pastur Theorem 5 with Proposition 4 leads to the result.

Given that d
n → r, we deduce approximate convergence guarantees from Corollary 6: in

the underparametrized regime ( dn → r ≪ 1), we have 1− λmin(P
⊤P )

λmax(P⊤P )
= 4

√
r+o(

√
r) ≈ 4

√
d
n ,

and in the overparametrized regime ( dn → r ≫ 1), 1 − λmin(PP
⊤)

λmax(P⊤P )
= 4

√
1/r + o(

√
1/r) ≈

4
√

n
d . These approximate convergence rates should be to compared to the average-case

analysis of Pedregosa and Scieur (2020) for least-squares problems, and to the polynomial-
based analysis for convergence of gossip developed by Berthier et al. (2020). Depending on
the distribution under consideration, Scieur et Pedregosa developed average-case optimal
accelerated methods, whose limit in the number of iterations happens to be the Polyak-
Momentum (Scieur and Pedregosa, 2020). Its worst-case convergence guarantee verifies√
LF
2 −

√
µF2√

LF
2 +

√
µF2

≈
√

d
n , can be compared to Nesterov’s accelerated gradient method (Nesterov,

1983) with 1−
√

µF2
LF
2
≈ 2
√

d
n and to gradient descent with 1− µF2

LF
2
≈ 4
√

d
n . When considering

their average-case guarantees, only a polynomial sublinear term is added (Paquette et al.,
2023, Table 2) to the worst-case guarantee, without major modifications in the linear term.
In other words, Polyak-Momentum (resp. Nesterov’s accelerated gradient method) converges
four times (resp. twice) as fast as gradient descent with fixed step sizes.

We conclude from Corollary 6 that convergence of gradient descent depends on the de-
gree of underparametrization (resp. overparametrization). The more independent samples
(resp. features), the better the convergence. While the advantage of adding independent
samples is well known for improving both learning and convergence speed, it appears that
adding features improves the convergence speed too. We are now going the study approxi-
mate convergence guarantees of coordinate descent, that appears in the ℓ1-geometry.

2.2 Gauss-Southwell coordinate descent in the ℓ1-geometry

Similar to gradient descent, we study convergence guarantees of coordinate descent based
on the Gauss-Southwell (GS) rule. The GS-rule can be obtained from a smoothness upper
bound with respect to the ℓ1-norm, as shown by Nutini et al. (2018b, Section 4), for all
α0, α ∈ Rd,

F (α) ⩽ F (α0) + ⟨∇F (α0), α− α0⟩ +
LF1
2

∥α− α0∥21. (9)

From this inequality, we compute LF1 = 1
n maxα∈Rd,∥α∥1=1 ∥Pz∥22 = 1

n maxi=1,...,d ∥P:,i∥22 (the
maximization problem attains its optimum on the extremal point of the simplex). Gauss-

9
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Southwell coordinate descent follows by minimizing over α ∈ Rd, for a fixed α0 ∈ Rd,

i0 = arg max
k=1,...,d

|∇ikF (α0)|,

α1 = α0 −
1

LF1
∇i0F (α0)ei0 .

(10)

As for gradient descent, its convergence speed depends on the parametrization regime.
Depending on the (n, d), F may be µF1 -strongly convex, or verify the  Lojasiewicz inequality
with parameter µF1,L. Both µF1 and µF1,L can be formulated as optimization problems for
computing explicit estimates. It follows from the strong convexity characterization given
in Lemma 1 with the norm ∥ · ∥1, that µF1 = 1

n inf∥z∥21⩾1 ∥Pz∥22, and from Lemma 2 with

norm ∥ · ∥ for the  Lojasiewicz inequality µF1,L = inf∥Pβ∥22⩾1 ∥P⊤Pβ∥2∞.

In the regimes under consideration, Proposition 7 states that coordinate descent con-
verges linearly, as already proven by Karimi et al. (2016, Theorem 1).

Proposition 7. (Karimi et al., 2016, Theorem 1) Let F be convex, LF1 -smooth with respect
to the norm ∥ · ∥1, be µF1 -strongly convex and verify the  Lojasiewicz inequality with µF1,L,

where 0 ⩽ µF1,L ⩽ LF1 and 0 ⩽ µF1 ⩽ LF1 . Let (αk) be generated by coordinate gradient

descent (10) starting from α0 ∈ Rd. The sequence verifies:

F (αk) − F⋆ ⩽

(
1 −

max(µF1 , µ
F
1,L)

LF1

)k
(F (α0) − F⋆)

Proof See Appendix B.

The convergence guarantee provided in Proposition 7 depends on µF1 and µF1,L and hence

complicated to compute. Although LF1 = 1
n maxi=1,...,d ∥P:,i∥22 has a closed-form solution,

µF1 = 1
n inf∥z∥21⩾1 ∥Pz∥22 and µF1,L = inf∥Pβ∥22⩾1 ∥P⊤Pβ∥2∞ are formulated as nonconvex

minimization problems.

In the following, we construct estimates to these quantities, so that they may be com-
puted a priori. First, we provide SDP relaxations for the optimization problems defining
µF1 and µF1,L, that may differ from the exact solution. We thus propose to construct high

probability bounds for µF1 and µF1,L, assuming randomly generated data.

SDP relaxations. Building on the formulation of µF1 and µF1,L as optimization problems,
we rephrase them into relaxed SDPs.

Proposition 8. Let P ∈ Rn×d, and let us define µF1 = 1
n inf∥z∥21⩾1 ∥Pz∥22 and µF1,L =

inf∥Pβ∥22⩾1 ∥P⊤Pβ∥2∞. Then the following inequality holds

• in the underparametrized regime, 1
ñµF1

= supX≽0 Tr((P⊤P )−1X), s.t. diag(X) ⩽ 1,

1 − π

2

µ̃F1
LF1

⩽ 1 − µF1
LF1

⩽ 1 − µ̃F1
LF1

,

10
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• in the overparametrized regime, 1
nµ̃F1,L

= supX≽0 Tr(P⊤PX) s.t. ∥P⊤PXP⊤P∥∞ ⩽ 1,

1 −
µF1,L

LF1
⩽ 1 −

µ̃F1,L

LF1
,

where LF1 = 1
n maxi=1,...,d ∥P:,i∥22. In addition, we still have that µ̃F1 ⩽ µ̃F1,L.

Proof See Appendix C.1.

In Proposition 8, we find out SDP relaxations that yield an deterministic estimate for µF1 ,
and an exact lower bound for µF1,L. Yet, the larger n, d, the longer the computation of
these SDPs.

High probability bounds. We now assume that P is randomly generated, as in the
ℓ2-geometry. Under subgaussian assumptions, we derive in Proposition 9 high probability
bounds for µF1 , µF1,L and LF1 . More precisely, we prove that LF1 concentrates around the

variance σ2, µF1 around σ2

d and µF1,L around σ2

n with subgaussian tails.

Proposition 9. Let P ∈ Rn×d, with Pi ∈ Rd i.i.d. subgaussian such that E[Pi,j ] = 0,
E[Pi,j ] = σ2. There exists absolute constants C,C1, C2, C3, C4,K > 0 such that,

• For all u ⩾ 2K2
√

C1 log(d)
n ,

(
1 + C2K

2 1√
n
− t

)2

⩽
LF1
σ2

⩽

(
1 + 2K2

√
C1 log(d)

n
+ t

)2

,

holds with probability 1− e−
C

σ2K4 min(u1(t),u2(t)) where u1(t) = log(d)σ2(t+ C2K2
√
n

)2 and

u2(t) = dσ2(t− 2K2
√

C1 log(d)
n )2.

• For all t ⩾ 0, it holds with probability 1 − 2 exp(−t2),(
1 − C3K

2

(√
d

n
+

t√
n

))2

⩽ µF1
d

σ2
⩽

(
1 + C3K

2

(√
1

n
+

t√
dn

))2

.

• For all t ⩾ 2σK2
√

C1 log(d)
n , it holds with probability 1 − 2 exp(−min(t2, u2(t)),

(
1 − C4K

2

(√
n

d
+

t√
d

))2

⩽ µF1,L
n

σ2
⩽

(
1 + 2K2

√
C1 log(d)

n
+ t

)2

.

The constant K > 0 characterizes subgaussian vectors of P (and defined in Appendix C.2).

Proof See Appendix C.2.
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Compared with Proposition 4, Proposition 9 provides concentration inequalities for LF1 ,
µF1 and µF1,L depending on dimension d, the variance σ2, the number of samples n and
absolute constants.

From Proposition 7, we have seen that coordinate descent with GS-rule (10) converges

in function values with a rate 1− max(µF1,L,µ
F
1 )

LF
1

. In the overparametrized regime (resp. under-

parametrized), we conclude in Coroallary 10 with limiting concentration of the convergence
rate for large dimensions (resp. large number of samples).

Corollary 10. Let P ∈ Rn×d, with Pi ∈ Rd i.i.d. subgaussian such that E[Pi,j ] = 0,
E[Pi,j ] = σ2. Then,

• in the underparametrized regime, when n → ∞, the quantity 1 − µF1
LF
1

concentrates in

1 − 1
d + O( 1√

n
) with subgaussian tails,

• in the overparametrized regime, when d → ∞ and log(d)
n → 0, the quantity 1 − 1

µF1,L

concentrates in 1 − 1
n + O( 1√

d
) + O(

√
log(d)
n ) with subgaussian tails.

Proof See the proof in Appendix C.3.

For large overparametrized models (resp. underparametrized), the convergence guarantee
of coordinate descent with GS rule concentrates to (1 − 1

n) (resp. (1 − 1
d)), that is inde-

pendent of the dimension d (resp. of the number of samples). Note that the condition
log(d) ≪ n is indeed reasonable, since en grows quickly (when n = 50, en ≈ 5 × 1021). A
numerical comparison for the expected and exact lower bounds for µF1 and µL,F1 is provided
in Appendix B. Unlike the approximate convergence guarantees for gradient descent in
the underparametrized regime (resp. overparametrized) detailed in Corollary 6, coordinate
descent with GS-rule does not improve when adding samples (resp. features).

As for gradient descent in the ℓ2-geometry, we have formulated coordinate descent with
GS rule as the minimization of the smoothness upper bound with respect to the ℓ1-norm,
leading its linear convergence in both the underparametrized and overparametrized regime.
For a linear regression problem, nor the strong convexity parameter neither the  Lojasiewicz
in the ℓ1-geometry benefit from a closed-form formulation (but it did in the ℓ2-geometry). In
a first approach, we approximate these quantities by SDPs, that may take longer computa-
tion in large models (either in the number of samples or the dimension). Instead of that, we
consider randomly generated matrices P to approximate these parameters. Under subgaus-
sian data, it appears µF1 , µF1,L and LF1 concentrate to there expectation with subgaussian
tails. In the next section, we perform numerical experiments showing the transition phase
between the two regimes.

2.3 A transition phase phenomenon: experimental results

We compare approximate convergence guarantees to numerical experimental convergence
for gradient descent from Corollary 6 and for coordinate descent from Corollary 10. More
precisely, we verify the expected transition phase in (n, d): in the overparametrized (re-
spectively underparametrized) regime, the larger the dimension (resp. the number of sam-
ples), the better the convergence. To this end, we perform a few experiments on several
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datasets: least-squares problems obtained either with synthetic Gaussian vectors or from
the Leukemia dataset or from random features, described below.

Synthetic quadratics. We consider several least-squares problems (7), where the number
of samples n = 50 is fixed, and the number of dimension varies so that both the over-
parametrized and the underparametrized regimes are explored. In this model, the feature
matrix P into consideration is generated such that P:,i ∼ N (0, Id) are i.i.d, α⋆ ∈ {−1, 1}d
has a sparsity (that is, the number of non-zero entries) equal to s = 8 < d, and y = Pα⋆+ϵ,
where ϵi ∼ N (0, σ).

Leukemia dataset. We consider the standard Leukemia dataset (Golub et al., 1999),
where n = 72 and d = 7129. Again, we consider submatrices, so that the dimensions vary
from the underparametrized regime to the overparametrized one. For each model, P has
zero mean and features with unit variance.

Random features. We consider the example of random features for a fixed prediction
model. We consider the regression model â = arg mina∈Rd

1
2n∥y − f(P, a, θ)∥22, where the

family of models is given by F(θ) = {f(P, a, θ) =
∑d

i=1 aiσ(⟨θ:,i, P:,j⟩) = ϕP (θ)⊤a, a ∈ RN},
where θ ∈ Rd×m ∼ N (0, ν2), and σ(·) = max(0, ·). In this experiment, we increase the
number of features d (from 10 to 1000) while the initial data taken from the leukemia
dataset is such that n = 72, m = 200 and θi ∼ N (0, Im). In comparison to experiments
on synthetic quadratics and on the leukemia dataset, the model does not vary in random
features: all models converge to the same optimal solution y.

Figure 1: ϵ-curve for gradient descent (top) and coordinate descent with the GS-rule (bot-
tom), for the three models: synthetic quadratics (on the left) with n = 50, the
leukemia dataset (in the middle) with n = 72, a random feature model (on the
right) with n = 72.

13
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In Figure 1, we plot the iteration number k(ϵ) at which a certain accuracy ϵ is reached for
the three models describes above, both for gradient descent and coordinate descent with GS-
rule. We consider accuracies ϵ = {10−0, . . . , 10−10} and we refer to these curves by ϵ-curves.
For the three models, both steepest coordinate descent and gradient descent converge faster
when n ≫ d (resp. d ≫ n) in the underparametrized (resp. overparametrized) regime in
Figure 1. For n ≈ d, convergence slows down and tends to be sublinear, as expected
from the theory for smooth convex functions. In other words, we observe a transition
phenomenon for dimensions d ≈ n. For the random feature models, a double descent
phenomena was empirically highlighted by Belkin et al. (2019), and formalized by Mei and
Montanari (2022). For a fixed prediction model, as the number of features increase, the
excess risk follows is U -shaped for underparametrized optimization models and goes down
for overparametrized models. As for the excess rick, we observe a transition at d ≈ n as
well as a better precision for overparametrized models. Contrary to the generalization error,
underparametrized models (d ≪ n) performs well even when d

n → 0 and are not U -shaped.
We refer to this phenomenon as a transition phase for gradient and coordinate descent.

Figure 2: Convergence in function value for gradient descent and coordinate descent with
GS rule, on synthetic quadratics (n = 20) and on the leukemia dataset (n =
72), for different values for d. Dashed lines: comparison to the approximate
convergence guarantees from Corllary 6 for synthetic quadratics, and to high
probability estimates for the leukemia dataset from Proposition 9.

In Figure 2, we compare the exact and approximated upper bound to the convergence
guarantee in function value for gradient descent and coordinate descent with the GS rule.
For gradient descent, the theoretical approximation guarantee from Corollary 6 matches
the observed convergence behavior of gradient descent. For steepest coordinate descent, we
compare its convergence in function values to the exact upper bound obtained from the
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SDP relaxation in Proposition 8 for ‘small’ values of d and n, and to its high probability
bound otherwise. In both cases, we numerically recover that convergence is improved as
the dimension increases.

2.4 Coordinate descent is an instance of matching pursuit

Coordinate descent, as well as gradient descent, converge linearly both in the under-
parametrized and overparametrized regime, as provided by Proposition 7, respectively due
to strong convexity and the  Lojasiewicz property. Given a certain structure on f , we prove
that F (·) = f(P ·) inherits some regularity properties from f and that coordinate descent
can be interpreted as a matching pursuit algorithm in either Rd or Rn. Now, let us consider
the more general formulation,

min
α∈Rd

F (α) = f(Pα),

where f is Lf -smooth, µf -strongly convex and F is LF1 -smooth with respect to the ℓ1-norm.

Underparametrized regime. F is µF1 -strongly convex (since P⊤P is invertible). The con-
nection between coordinate descent with GS-rule (10) and matching pursuit was highlighted
by Locatello et al. (2018). Considering the set of unitary direction A = conv({±ei, i =
1, . . . , d}), that is the ℓ1 unit ball, coordinate descent may be rewritten as a matching
pursuit:

ei0 ∈ −LMOA(∇F (α0)) = − arg min
i=1,...,d

∇F (α0)
⊤ei,

α1 = α0 −
1

LF1
∇F (α0)

⊤ei0 ,

where LMOA(∇F (α0)) = infz∈A⟨∇F (α0), z⟩. Steepest coordinate descent converges lin-
early from Proposition 7, with the same convergence guarantee as in the context of matching
pursuit (Locatello et al., 2018, Theorem 5).

Overparametrized regime. F does not inherit strong convexity. Yet, for least-squares, F
but does inherit some structure from f (see Lemma 2). We prove that coordinate descent can
be interpreted as a matching pursuit algorithm in Rn. Recall the gauge function, for x ∈ Rn,
γP(x) = infα∈Rd,x=Pα ∥α∥1. Lemma 11 ensures γP(·) is a norm in the overparametrized
regime.

Lemma 11. Let α ∈ Rd → Pα ∈ Rn be a surjection in Rd, and P = conv(P ) be centrally
symmetric. The function γP(·) is a norm, and its dual norm is γ⋆P(·) = sups∈P⟨s, ·⟩ =
∥P⊤ · ∥∞.

Proof See Appendix D.1.

Let f be convex, Lf2 -smooth and µf2 -strongly convex with respect to the ℓ2-norm. We

define LfP = Lf2 supj=1,...,d ∥Pj∥22 and µfP = µf2 infz∈Rn ∥P⊤z∥2∞, such that ∥z∥22 = 1. Then,

f is convex, LfP -smooth and µfP -strongly convex with respect to the norm γP(·). By defi-

nition, for all x ∈ Rd, Lf2∥x∥22 ⩽ LfPγP(x)2 and µf2∥x∥22 ⩾ µfPγP(x)2. Thus f is LfP -smooth

and µfP -strongly convex with respect to γP (that is a norm in this regime).
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As before, our estimates for smoothness (resp. strong convexity) parameters are ob-
tained by an optimization problem. They appear to be closely related to the parameters for
least-squares from Lemma 1 and 2. In the context of least-squares where f(x) = 1

2n∥x−y∥22
for x ∈ Rn, we indeed have that Lf2 = µf2 = 1

n . For the ℓ1-norm, that LfP = LF1 as defined

in (9), and µfP = µF1,L as soon as PP⊤ is invertible (which is the case here). Multiplying (10)
by P , noticing that mine,∥e∥1=1⟨∇F (α), e⟩ = minp∈P⟨∇f(x), p⟩, coordinate descent with the
GS-rule on F can be formulated as matching pursuit on f ,

z0 ∈ LMOP(∇f(x0)),

x1 = x0 −
1

LfP
⟨∇f(x0), z0⟩z0.

(11)

Let xk be generated by matching pursuit (11), starting from x0 ∈ Rn for LfP -smooth and

µfP -strongly convex functions, then, Locatello et al (Locatello et al., 2018, Theorem 5)
proved linear convergence of the sequence with

f(xk) − f⋆ ⩽

(
1 −

µfP

LfP

)
(f(x0) − f⋆). (12)

By construction, since xk = Pαk, we have that F (αk) − F⋆ ⩽ (1 − µfP
Lf
P

)(F (α0) − F⋆) =

(1 − µF1,L
LF
1

)(F (α0) − F⋆). The same result could have been derived from Proposition 7 and

the observation that strongly convex functions composed with a linear mapping verify a
 Lojasiewicz-inequality.

Lemma 12. Let f be µfP-strongly convex with respect to the norm γP(·). Then, F verifies

a  Lojasiewicz inequality with parameters µfP , that is for all α ∈ Rd,

1

2
∥∇F (α)∥∞ ⩾ µfP(F (α) − F⋆).

Proof Let x ∈ Rn, f⋆ ⩾ f(x) − supz⟨−∇f(x), y − x⟩ − µfP
2 γ2P(y − x) ⩾ f(x)−

(
µfP
2 γ2P(·))⋆(−∇f(x)) ⩾ f(x) − 1

2µfP
∥P⊤∇f(x)∥2∞. Since F (·) = f(P ·), the inequality is ob-

tained by taking x = Pα and since ∇F (α) = P⊤∇f(Pα).

Lemma 12 corresponds to the result of Karimi et al. (Karimi et al., 2016, Appendix
B), that let a Hoffman constant appear (that is in their context equal to the smallest non-
zero eigenvalue of P ), as defined in (Necoara et al., 2019, Section 3 and 4.1) by θ(P ) =
maxz,∥P⊤z∥∞=1 ∥z∥22. They indeed proved that F verifies a  Lojasiewicz inequality, for all

α ∈ Rd, 1
2∥∇F (α)∥22 ⩾ θ(P )µF (F (αk) − F⋆).

Depending on the parametrization regime, we have proven that coordinate descent may
be formulated as a (possibly rebased) matching pursuit method. In the underparametrized
regime on the one hand, since F inherits all regularity properties from f , the atoms are
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defined by the Euclidean basis and the matching pursuit is formulated in Rd. On the other
hand in the overparametrized regime, the introduction of a well-chosen gauge function γP
allows to formulated coordinate descent as a matching pursuit algorithm in Rn, and to
perform a convergence analysis using the strong convexity assumption on f . Again, global
values of the smoothness and strong-convexity parameters can be formulated as optimization
problems depending on the gauge. The gauge let also appear how F inherits some structure
from f . In the next sections, we generalize this framework for analyzing penalized linear
models.

3 Transition phase for penalized linear models

We now consider the penalized linear model,

min
α∈Rd

{G(α) ≜ f(Pα) + λ∥α∥1}, (13)

where f : Rn → R is Lf2 -smooth, µf2 -strongly convex, (and thus, the function F : Rd → R
such that F (·) = f(P ·), is LF2 smooth), P ∈ Rn×d, λ > 0 and where H(α) = λ∥α∥1 is
closed convex and proper. In this section, we derive a new matching pursuit algorithm for a
ℓ1-regularized model, that we compare to proximal coordinate descent with GS rule and to
the proximal gradient descent. Building on the results of Section 2, we derive convergence
guarantees depending on the properties of f and P , and notice a strong connection to the
proximal coordinate descent with GS rule. Yet, in the overparametrized regime, neither the
proximal gradient nor the regularized matching pursuit benefits from linear convergence.
Instead of that, we describe experimentally the role of λ in the LASSO, as a continuous
mapping between low-rank solutions and full-rank solution to the least-squares.

Proximal gradient descent. Proximal gradient descent, a.k.a. forward-backward (see
e.g. (Combettes and Wajs, 2005)) was developed for such ‘composite’ convex optimization
problems. Given a starting point α0 ∈ Rd, each iterate is obtained by minimizing a smooth
quadratic upper bound on F :

G(α) ⩽ F (αk) + ⟨∇F (αk), α− αk⟩ +
LF2
2

∥αk − α∥22 + λ∥α∥1. (14)

Minimizing the right side of the inequality yields the proximal gradient method as follows:

αk+1 = arg min
α∈Rd

⟨∇F (αk), α− αk⟩ +
LF2
2

∥α− αk∥22 + λ∥α∥1.

The proximal gradient method converges sublinearly if F is smooth and convex, and linearly
if F is in addition µF2 -strongly convex, such as in the underparametrized regime. Then, the
sequence αk starting from α0 ∈ Rd verifies ((Taylor et al., 2018, Theorem 2.1)),

G(αk) −G⋆ ⩽

(
1 − µF2

LF2

)k
(G(α0) −G⋆).

Coordinate descent. In practice, (randomized) coordinate gradient descent is widely
used to avoid computing the full gradient (that costs O(d)), and is particularly suited to
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sparse regression problems. Nutini et al. (2018b) analyzed coordinate descent with the
Gauss-Southwell selection rule, that tends to perform better than randomized coordinate
descent.

αk+1 = arg min
α∈Rd

∇ikF (αk)(α
(ik) − α

(ik)
k ) +

LF2
2

(α(ik) − α
(ik)
k )2 + λ|α(ik)|, (15)

where ik = arg minl mint∈R ∇lF (Pαk)(t − α(l)) +
LF
2
2 (t − α(l))2 + λ|t| corresponds to the

GS rule. Nutini et al. (Nutini et al., 2018b, Appendix 8) proved that coordinate descent
with the Gauss-Southwell rule makes at least as much progress as randomized coordinate
descent,

G(αk+1) −G⋆ ⩽

(
1 − µF2

dLF2

)
(G(αk) −G⋆).

A refinement, that let a sublinear dependence in the parameter µF1 appear, is mentioned
in (Nutini et al., 2018b, Appendix 8). Coordinate descent with GS-rule is closely related to
matching pursuit as for nonpenalized models, as detailed in Appendix E, where we formulate
this method as a ‘nearly’ matching pursuit algorithm.

In the following, we derive a matching pursuit procedure for ℓ1-regularized problems (13),
that we compare to classical boosting algorithm and coordinate descent with GS-rule. After
that, we compute convergence guarantees for smooth (possibly) strong convex functions.
Finally, we interpret the convergence regimes as a function of the penalty λ.

3.1 Regularized matching pursuit

We propose a new regularized matching pursuit algorithm based on the ℓ1-geometry. The
main idea is to replace the ℓ2-norm in the minimization Problem (14) leading to the proximal
gradient by a ℓ1-norm. Let F be convex, LF1 -smooth, as for coordinate descent with GS rule
in the linear regression problem from Section 2. We define the penalized matching pursuit
method starting from α0 ∈ Rd as the sequence minimizing smoothness with respect to the
ℓ1-norm at each iteration:

αk+1 = arg min
α∈Rd

⟨P⊤∇f(Pα), α− αk⟩ +
LF1
2

∥α− αk∥21 + λ∥α∥1. (16)

Whereas the optimization steps in proximal gradient descent (14) and proximal coordinate
descent with the GS rule (15) can be decomposed coordinate-wise, the function α → ∥α∥21,
that is not separable. Based on the same upper bound (16), Song et al. (2017, Algorithm
1) generalized greedy coordinate descent with the “SOft ThresOlding PrOjection” (SO-
TOPO) algorithm using a reweighted least-squares formulation (Appendix A). However,
their methods is neither a coordinate-based method, nor a boosting method. We propose
instead a regularized matching pursuit algorithm that draws a clean connection to boosting
and proximal coordinate descent.

In the following, we formulate this optimization step (16) as a matching pursuit algo-
rithm, that only calls for a linear minimization oracle. Using a variational trick detailed
in Appendix A to approach ∥β∥21, we begin by formulating Problem (16) starting from
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αk ∈ Rd as a separable optimization problem,

V⋆ = min
β∈Rd

⟨∇F (αk), β⟩ +
LF1
2

∥β∥21 + λ∥β + αk∥1,

= min
β∈Rd

max
z⩾0

⟨∇F (αk), β⟩ −
z2

2LF1
+ z∥β∥1 + λ∥β + αk∥1,

= max
z⩾0

− z2

2LF1
+ min
β∈Rd

d∑
i=1

{∇iF (αk)β
(i) + z|β(i)| + λ|β(i) + α

(i)
k |}.

At the optimum, z = LF1 ∥β∥1. The problem is now separable in each coordinate β(i), and
can be reduced to an optimization problem in z ⩾ 0 in Lemma 13.

Lemma 13. The optimization step (16) can be reformulated as

V⋆ = max
zmin⩽z

{
h(z) ≜ − z2

2LF1
+
∑
i∈I

min
(
λ|α(i)

k |,−∇iF (αk)α
(i)
k + z|α(i)

k |
)}

, (17)

where zmin = (maxi |∇iF (αk)| − λ)+ and where I = {i, α(i)
k ̸= 0} is the set of active atoms.

Proof The function ϕi(z, β
(i)) = ∇iF (αk)β

(i) + z|β(i)| + λ|β(i) + α
(i)
k | is lower bounded

if z ⩾ |∇iF (αk)| − λ for all i ∈ I. Then, ϕi(z, ·) attains its minima in β(i) = 0 with

ϕi(z, 0) = λ|α(i)
k | or in β(i) = −α

(i)
k with ϕi(z,−α

(i)
k ) = −∇iF (αk)α

(i)
k + z|α(i)

k | or in every

possible value for β(i) if z = ±∇iF (αk) − λ with ϕi(z, 0) = λ|α(i)
k |.

Lemma 13 leads to a convex constrained optimization problem in R+, whose objective is
the sum of a quadratic and piecewise linear functions whose slope coefficients changing at

zi = λ+∇iF (αk)α
(i)
k /|α(i)

k |. Its constraints in zmin includes the LMO. By construction, the
LMO given by zmin may correspond to several atoms βj such that j ∈ arg mini |∇iF (αk)|.
Since we aim at solving Problem (16) by constructing a solution as sparse as possible, we
introduce Assumption 14.

Assumption 14. The algorithm only selects one atom corresponding to the LMO, that is
imin ∈ arg maxi |∇iF (αk)|, such that zmin = (maxi |∇iF (αk)| − λ)+.

In the following lemmas, we compute the minimum of h explicitly. Under Assumption 14,
Lemma 15 first deals with the situation in which the objective is quadratic, that is for all
i ∈ I, zi ⩾ zmin.

Lemma 15. Let (z⋆, β⋆) be a solution to (17), assume {i, zi ⩾ zmin} = ∅ and verify As-

sumption 14. Then z⋆ = zmin, β
(imin)
⋆ = −sign(∇iminF (αk))

zmin

LF
1

and β
(i)
⋆ = 0 for i ̸= imin.

Proof The objective is quadratic and attains its minimum at zmin = LF1 |β(imin)|.

In the context of Lemma 15 and Assumption 14, only the atom given by the LMO in
zmin = (maxi |∇iF (αk)| − λ)+ can be added to the set of active atoms. Now, we assume
the objective is piecewise quadratic, that is S = {i, zi ⩾ zmin} ≠ ∅.
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Lemma 16. Let z⋆, β⋆ be a solution of (17) and assume S = {i, zi ⩾ zmin} ̸= ∅ and verify
Assumption 14. There are four possible solutions to Problem (17),

• If h′(zmin) ⩽ 0, then z⋆ = zmin.

In addition, β
(i)
⋆ =


−α

(i)
k if zi ⩾ z⋆,

0 if zi ⩽ z⋆,

−sign(∇iminF (αk))
zmin−

∑
i∈S |α(i)

k |
LF
1

if i = imin.

• If there exists k ∈ S such that h′(z+k ) ⩾ 0 and h′(z−k+1) ⩽ 0, then z⋆ ∈]zk, zk+1[. In

addition, β
(i)
⋆ =

{
−α

(i)
k if zi ⩾ z⋆,

0 if zi ⩽ z⋆.

• If there exists k ∈ S such that h′(z−k ) ⩾ 0 and h′(z+k ) ⩽ 0 then z⋆ = zk. In addition,

β
(i)
⋆ =


−α

(i)
k if zi > z⋆,

0 if zi < z⋆,

−sign(α
(i)
k )
(
zk
LF
1
−
∑

i,zi>zk
|α(i)
k |
)

if i = k.

• If h′(z|I|) > 0, then for all i ∈ I, z⋆ > zi and β
(i)
⋆ =

{
−sign(α

(i)
k ) zi

LF
1

if i = |I|,
0 otherwise.

Proof The function h is strictly concave and piecewise quadratic on [zi, zi+1]. The solution
to the optimization Problem (17) is thus obtained by studying the sign of h′(·) at z−i and
z+i . By construction of the solution given in the proof of Lemma 13, for all i such that

z⋆ > zi (resp. z⋆ < zi), then β(i) = 0 (resp. β(i) = −α
(i)
k ). Finally, we have z⋆ = LF1 ∥β⋆∥1

which gives the solution for z⋆ = zmin or z⋆ = zk.

Lemmas 15 and 16 provides a closed form solution by calling only for the linear min-
imization oracle mini |∇iF (αk)|, and performing O(|I|) operations on the active atoms.
From that, we deduce Algorithm 1. In short, at each iteration, Algorithm 1 performs
one of the three possible actions: either one new atom is added (at most) by calling the
LMO(∇F (αk)) = arg maxi |∇iF (αk)| = arg maxp∈P p⊤∇f(Pαk) while some active atoms
may be set to zero, or one active atom may be optimized while some active atoms may be
set to zero, or some active atoms are set to zero (but none is added nor optimized). To
sum it up, at each iteration, it constructs the next iterate using only past active atoms plus
possibly a new one generated by the LMO. Therefore, Algorithm 1 belongs to the family of
boosting algorithms. We refer to it as the regularized matching pursuit (RMP).

Compared to the boosting approach of Zhang et al. (2012) for metric-norm regularization
or to the generalized conditional gradient (Bach, 2015; Sun and Bach, 2022), active atoms
are not modified uniformly since only some of them may be reduced to zero. The SOTOPO
method of Song et al. (2017) minimizes the same upper bound with respect to the ℓ1-
norm (16). Yet, it is resolved with a different variational formulation, that does not let
a linear minimization oracle appear. Compared to proximal coordinate descent with GS-
rule (15) applied with LF1 (instead of LF2 ), the regularized matching pursuit happens to
often follow exactly the same path when starting from zero (but not when starting from
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Algorithm 1 Regularized matching pursuit (RMP)

α ∈ Rd, N ∈ N
for k ∈ [0, . . . , N ] do
zmin = (maxi |∇iF (αk)| − λ)+ and imin = arg maxi |∇iF (αk)|

For α
(i)
k ̸= 0, compute zi = λ +

α
(i)
k

|α(i)
k |

∇iF (αk) such that zi+1 ⩾ zi

if {i, zi ⩾ zmin} = ∅ then
β(imin) = −sign(∇iminF (αk))

zmin

LF
1

else
Compute u = argmini{zi ⩾ zmin} and for i ∈ [u, v], compute h′(zi)
if h′(zmin) ⩽ 0 or h′(zu) ⩽ 0 then

For i ∈ [u, v], β(i) = −α
(i)
k

If h′(zmin) ⩽ 0, then β(imin) = −sign(∇iminF (αk))(
zmin

LF
1

−
∑v

i=u |α
(i)
k |)

else
n = arg max{i, i ∈ [u, v − 1], h′(z+i ), h′(z−i+1) ⩾ 0}
if n = v − 1 then
β(v) = −sign(αv)

1
LF
1

(λ + αv
|αv |∇vF (αk))

else
For i ∈ [n + 1, v], β(i) = −α

(i)
k

If h′(z+n ) ⩽ 0, then β(n) = −sign(α
(n)
k )( 1

LF
1

(
λ +

α
(n)
k

|α(n)
k |

∇nF (αk)

)
−∑v

i=n+1 |α
(i)
k |)

end if
end if

end if
αk+1 = αk + β

end for
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a nonzero point), as observed in Figure 3. This suggests a connection between regularized
matching pursuit and proximal coordinate descent, as proven by Locatello et al. (2018) for
gradient descent and steepest coordinate descent.

Figure 3: Convergence in function value of the proximal gradient descent, coordinate de-
scent with Gauss-Soutwhell rule and with L = LF1 (instead of L = LF2 ) and of
the regularized matching pursuit, for synthetic quadratics (see Section 2.3) with
n = 50, s = 8, λ = 0.001, σ = 0.5 and for d = 30 starting from zero on the
left (underparametrized regime), from a non zero point in the middle (under-
parametrized regime) and for d = 500 on the right (overparametrized regime).
RMP and coordinate descent with GS-rule matche exactly in these examples.

In Figure 3, the RMP appears to converge linearly in the underparametrized regime,
and sublinearly in the overparametrized regime. We compute some convergence guarantees
in the next section.

3.2 Convergence guarantee

We now establish convergence guarantees for the RMP, both for strongly convex and non-
strongly convex functions. We consider a more general composite minimization problem,

min
α∈Rd

{
G(α) ≜ F (α) + H(α)

}
, (18)

where H is closed, convex, proper, and where F is LF1 -smooth and (possibly) µF1 -strongly
convex with respect to the ℓ1-norm. If in addition, F is a linear mapping, and H(·) = ∥ · ∥1,
this is exactly the original optimization Problem (1). We evaluate the convergence guarantee
a generalized version of the RMP (the GRMP), that is not always a boosting method,

αk+1 = arg min
α∈Rd

⟨∇F (αk), α− αk⟩ +
LF1
2

∥α− αk∥21 + H(α). (19)

As we will see, our proofs are similar to those for randomized coordinate descent (Richtárik
and Takáč, 2014, Theorem 5, 7).

3.2.1 Strongly convex functions

Let us assume that F is LF1 -smooth and µF1 -strongly convex, typically in the underparametrized
regime. Similarly to coordinate gradient descent with GS rule which converges linearly in
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this context (Nutini et al., 2018b), regularized matching pursuit is formulated as the mini-
mization of the smoothness upper bound with respect to the ℓ1-norm. Therefore, it benefits
from linear convergence guarantees, detailed below.

Proposition 17. (Nutini, 2018, Appendix A.8) If F be convex, LF1 -smooth with respect to
the ℓ1-norm, and µF1 -strongly convex with respect to the ℓ1-norm. Then, the sequence (αk)
generated by (19) verifies,

G(αk+1) −G⋆ ⩽

(
1 − µF1

LF1

)
(G(αk) −G⋆).

Proof The proof is taken from Nutini (2018, Appendix A.8.) and consists in an opti-
mization step over all trajectories. The argument is inspired from randomized coordinate
descent (Richtárik and Takáč, 2014)).

The RMP is a special case of method (19), and verifies the convergence guarantee
of Proposition 17. As a conclusion, it beats traditional boosting techniques converging

sublinearly, such as coordinate descent with GS rule (with 1 − µF2
dLF

2
⩽ 1 − µF1

LF
1

), or the

generalized conditional gradient that is also adapted to a gauge geometry. In addition, its
linear guarantee only depends on the strong convexity and smoothness parameters of F
with respect to the ℓ1-norm. In the special case of the LASSO, the estimates established in
Proposition 8 and 9 still apply. In the overparametrized regime however, Figure 3 suggests
that the method does not converge linearly (since it is stuck at an accuracy of about around
10−5).

3.2.2 Smooth convex functions

Let now F be LF1 -smooth, convex, but not strongly convex (which is verified in the over-
parametrized regime). Usually, guarantees for splitting methods, such as proximal gradient,
states a sublinear convergence guarantee. Similarly in Proposition 18, we prove sublinear
convergence for the GRMP. To our knowledge, there is no such result for sublinear conver-
gence for SOTOPO (Song et al., 2017) or for coordinate descent with the Gauss-Southwell
rule, which is very close to the GRMP.

Proposition 18. Let (αk) be generated by the generalized regularized matching pursuit (19),
starting from α0 ∈ Rd

G(αk) −G⋆ ⩽
2LF1 R2

α0

k + 1
,

where R2
α0

= maxα∈Rd maxα⋆∈Rd{∥α− α⋆∥21, s.t. G(α) ⩽ G(α0)}.

Proof This technique is inspired from a proof for sublinear convergence of randomized
proximal coordinate descent established by Richtarik and Takac (Richtárik and Takáč,
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2014, Theorem 5). Let αk+1 ∈ Rd be a minimizer of the smooth upper bound:

G(αk+1) ⩽ inf
α∈Rd

F (αk) + ⟨∇F (αk), α− αk⟩ +
LF1
2

∥α− αk∥21 + H(α),

⩽ inf
α∈Rd

F (α) + H(α) +
LF1
2

∥α− αk∥21 (= G(α) +
LF1
2

∥α− αk∥21) (F convex),

⩽ inf
t∈[0,1]

G(tα⋆ + (1 − t)αk) +
LF1 t

2

2
∥αk − α⋆∥21,

⩽ inf
t∈[0,1]

G(αk) − t(G(αk) −G⋆) +
LF1 t

2

2
∥αk − α⋆∥21 (convexity of H,F ),

G(αk+1) −G⋆ ⩽ inf
t∈[0,1]

(1 − t)(G(αk) −G⋆) +
LF1 t

2

2
∥αk − α⋆∥21.

The solution of this minimization problem is given by t⋆ = min(1, G(αk)−G⋆

LF
1 ∥αk−α⋆∥21

). We conclude

the minimization bound, depending on the sign of G(αk) −G⋆ − LF1 ∥αk − α⋆∥21:

G(αk+1) −G⋆ ⩽ max

(
1 − G(αk) −G⋆

2LF1 ∥αk − α⋆∥21
,

1

2

)
(G(αk) −G⋆).

As a first conclusion, notice that G(αk) − G⋆ is nonincreasing. Recall now that R2
α0

=
maxα∈Rd maxα⋆∈Rd{∥α−α⋆∥21, s.t. G(α) ⩽ G(α0)}. Then, using the notation δk = G(αk)−

G⋆, an upper bound for δk+1 is given by δk+1 ⩽ max

(
1 − δk

2LF
1 R2

α0

, 12

)
δk. Assume now

that δ0 ⩽ LF1 R2
α0

and notice that δk ⩽ LF1 R2
α0

since δk is nonincreasing. If not, notice that
the inequality satisfied at the next iteration δ1 ⩽ 1

2R
2
α0

. Then, we have for ω = 1
2LF

1 R2
α0

,

δk+1 ⩽ (1− δkω)δk. Following the same argument as in the proof for sublinear convergence
of steepest coordinate descent, detailed in Appendix D, we arrive to a convergence guaran-

tee G(αk) −G⋆ ⩽
2LF

1 R2
α0

k+1 .

Proposition 18 provides a sublinear convergence guarantee for the GRMP for non-
strongly convex functions. To our knowledge, this is the first sublinear guarantee for a
boosting algorithm under classical assumptions from convex optimization. This method
does not benefit from linear convergence guarantee. Yet, as we see from the numerical
experiments in the next section that the RMP does converge linearly in certain regimes in
the case of the ℓ1-regularized model.

3.3 A transition phase depending on λ: experimental results

The RMP algorithm benefits from convergence guarantees similar to those for the prox-
imal gradient: these methods converge linearly under strong convexity assumptions (un-
derparametrized regime) but have sublinear guarantees for smooth convex problems (over-
parametrized regime). In the context of sparsity though, the proximal gradient descent
benefits from linear convergence under additional assumptions on the problem classes such
as restricted eigenvalue properties (Raskutti et al., 2010), and for a well-chosen parameter
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Figure 4: Convergence in function values for the proximal gradient on the left and the
regularized matching pursuit on the right for n = 50, d = 500 and a sparsity
s = 8 and for several penalty λ. Convergence is compared in dashed lines to local
convergence guarantee, taken on the support S on the last iterates and the SDP
relaxation from Proposition 8.

λ (Agarwal et al., 2010, Theorem 2). In this section, our experiments reveals a transition
phenomenon driven by λ on a LASSO problem F (α) = 1

2n∥Pα− y∥22 + λ∥x∥1, where P are
synthetic Gaussian data in the overparametrized setting as in Section 2.3.

The convergence behavior of proximal gradient descent follows a transition phase, that
can be divided into three phases: first, the method converges linearly according to the
nonregularized trajectory, then it converges sublinearly, and it converges linearly once the
support is identified. Iutzeler and Malick (2020, Theorem 1) prove the proximal gradient
identifies the structure of the solution (described by manifolds, or sparsity patterns) after a
certain number of steps. For strongly convex functions, Nutini et al. (2018a) bounded the
‘active-set’-complexity of the proximal gradient method. The regularized matching pursuit
follows the same behavior. It appears that the sparsity of the solution, and the sparsity
identification highly depends on the value of λ: the larger λ, the sparser the solution and the
quicker the identification. Thanks to this observation, we derive a posteriori guarantee in
Figure 4, based on the sparsity of the solution to the optimization problem. In Figure 4, local
strong convexity parameters are given by the estimated of Corollary 6 and Proposition 8.
We recover that large parameter λ both induces a stricter sparsity on the solution and a
better convergence.

We describe this transition phase numerically in Figure 5 by plotting the ϵ-curve (see
Section 2.3) as a function of λ. For λ = 0, both methods converge linearly (as expected in
the overparametrized regime for gradient descent and coordinate descent with the GS-rule).
For ‘large’ values of λ for which the support is quickly identified, the convergence is linear
too. In the intermediary phase however, convergence depends on the effective dimension of
the trajectory, deff ≈ n by construction (and thus, on the effective strong convexity of f
long the trajectory). The ϵ-curves can be seen as equivalent in the optimization perspective
with the regularization path usually drawn in the context of statistical recovery.
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Figure 5: ϵ-curve of the proximal gradient, coordinate descent with the GS rule and regu-
larized matching pursuit for a LASSO problem with d = 500, n = 50, a sparsity
level s = 8, σ = 0.5, after k = 10000 iterations for several values of λ.

The regularized matching pursuit Algorithm 1 formulation allows some intuition re-

garding the interplay between λ and the sparsity of the solution. Let A = {i, α(i)
k > 0}

be the set of active atoms. Algorithm 1 may reduce an active atom i ∈ A to zero if

∥∇F (α)∥∞ − α
(i)
k

|α(i)
k |

∇iF (α) ⩽ 2λ. The larger λ, the more active directions may be canceled

out. The smaller λ (λ ≪ ∥∇F (α)∥∞), the closer is regularized matching pursuit to coordi-
nate descent with GS rule (on the right in Figure 5): indeed, only the linear minimization
oracle may be added to the set of atoms without modifying other active atoms (zi ≲ zmin).
For λ ≈ 0, the regularized matching pursuit thus converges linearly up to a certain iteration
number, which appears with the parallel level lines in Figure 5.

Based on the minimization of a smoothness upper bound with respect to the ℓ1-norm,
we have developed a regularized matching pursuit algorithm, that benefits from linear con-
vergence in the underparametrized regime (where F is strongly convex), and sublinear
convergence in the overparametrized regime (where F is not strongly convex). Thanks to
the ϵ-curve, we numerically described the role of λ on the convergence of the method (and
on the sparsity). In the following section, we propose to develop a method suited to the
gauge geometry in the overparametrized regime.

3.4 An ultimate method adapted to the geometry of regularized models

The regularized matching pursuit 1 was derived from the ℓ1-geometry. In Section 2.4, for
non-regularized models, coordinate descent with GS-rule was interpreted as a matching pur-
suit algorithm in both the underparametrized and overparametrized regime. In what follow,
we see that the regularized matching pursuit as developed above does not benefit from this
formulation in the overparametrized regime. Instead, we propose an ‘ultimate method’ for
the gauge geometry, that benefits from linear convergence in the overparametrized regime
but lacks a simple formulation.

Recall the equivalent regularized minimization problems (1) and (3),

min
α∈Rd

f(Pα) + λ∥α∥1 = min
x∈Rn

f(x) + λγP(x),
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where γP is a gauge function as defined in Section 2.4, and f is LfγP -smooth and µfγP -
strongly convex with respect to the gauge. The problem in Rd is reformulated in Rn, of
lower dimension.

Remark 19. This reformulation only requires γP to be a gauge function, but not specifically
to be a norm. Reversely, minimizing a function penalized by a gauge function (or a semi-
norm) can be reformulated as minimizing a linear function penalized by and ℓ1-norm.

As for the regularized matching pursuit, we formulate an optimization method as the
minimization of the smoothness upper bound with respect to the gauge function, starting
from x0 ∈ Rn:

xk+1 = arg min
x∈Rn

⟨∇f(xk), x− xk⟩ +
LfγP

2
γP(x− xk)

2 + λγP(x). (20)

We refer to this method as the ultimate method for the gauge γP , that is adapted to the
geometry of the regularized problem 1. Let us reformulate the minimization Problem (20)
on Rn into a minimization problem in Rd. Let xk = Pαk with αk ∈ Rd, then

min
x∈Rn

⟨∇f(xk), x− xk⟩ +
LfγP

2
γP(x− xk)

2 + λγP(x),

= min
α,ν∈Rd

⟨∇f(Pαk), P (α− αk)⟩ +
LfγP

2
∥α− αk∥21 + λ∥ν∥1, s.t. x = Pα = Pν,

= min
α,ν∈Rd

⟨∇F (αk), α− αk⟩ +
LfγP

2
∥α− αk∥21 + λ∥ν∥1, s.t. Pα = Pν.

When Pα = Pν implies α = ν, such as in the underparametrized regime where P⊤P is
invertible, the ultimate method for the gauge is equivalent with the regularized matching
pursuit (1). However, in the overparametrized regime, Pα = Pν does not imply α = ν
in general. This method does not belong to boosting algorithms due to the evaluation of
the gauge function in x and in x − xk in (20). In addition, this minimization problem
admits neither a simple closed-form solution in general nor a solution based on the KKT
conditions (as we did for regularized matching pursuit). While not directly computable in
general, the minimization step (20) converges linearly to the optimum, as proven below in
Proposition 20.

Proposition 20. Let f be LfγP -smooth and µfγP -strongly convex with respect to the norm
γP(·). The ultimate method (20) (xk) converges linearly with

f(xk) − f⋆ ⩽

(
1 − µfγP

LfγP

)k
(f(x0) − f⋆).

Proof The proof follows exactly the proof for Theorem 17, replacing the function F by f
and the norm ∥ · ∥1 by γP(·).

Proposition 20 provides a linear convergence guarantee for the ultimate algorithm. We re-
cover the convergence guarantee of coordinate descent with GS rule in the non regularized
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Figure 6: Convergence in function value and coordinates as a function of the iteration num-
ber for the proximal gradient descent, the proximal coordinate descent with GS
rule, the regularized matching pursuit and the ultimate method on a LASSO
problem, with d = 500, n = 50, s = 8, λ = 0.2. The approximate guarantee in
provided in dashed lines.

model (12). In Figure 6, we solve the optimization step for the ultimate method for the
gauge with the solver MOSEK (ApS, 2022) on a LASSO problem. It converges linearly in
the overparametrized regime, while the other method are first stuck in a sublinear phase.
Compared to the proximal gradient, proximal coordinate descent with GS rule, the regular-
ized matching pursuit and the ultimate method starts with sparse solution, and differs after
a small number of iteration (about 30 here). In the special case of the LASSO, it is possible
to approximate its convergence guarantee as for the linear regression problem. Noticing
that LfγP = LF1 and µfγP = µF1 , the estimate of the convergence guarantee of coordinate
descent with GS rule from Proposition 8 apply here. In the Appendix F, we propose an
inner loop strategy to avoid the use of an optimization solver, together with the convergence
analysis of the outer loop given the precision of the inner loop.

Conclusion and future works

In this paper, we developed a principled view for generating optimization algorithms from
the minimization of a smoothness upper bound with respect to a well-chosen norm. For non-
regularized models, this procedure leads to coordinate descent with GS-rule, that can be
interpreted as a matching pursuit algorithm both in the ℓ1-geometry for underparametrized
models, and in the γP -geometry for overparametrized models. Building on these results, we
derive a new regularized matching pursuit algorithm based on the minimization of smooth-
ness with respect to the ℓ1-norm (whose counterpart is proximal gradient descent in the
ℓ2-geometry). While strongly connected to proximal coordinate descent with GS-rule, the
regularized matching pursuit cannot be interpreted as a matching pursuit algorithm in the
gauge geometry for overparametrized models and does not converge linearly in this regime.
We finally formulate an ultimate method adapted to overparametrized geometries. Yet,
this method lacks a closed-form formulation. In numerical experiments, we approximate it
using an inner-loop strategy.

From this approach, we obtain refined convergence guarantees for (resp. regularized)
matching pursuit (resp. coordinate descent with GS rule), that are adapted to the geometry
of the problem under consideration. For linear regression and the LASSO, we derive upper
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bounds (resp. high probability bounds) for convergence guarantees using SDP relaxations
(resp. under statistical assumptions on the data). As a byproduct, convergence guarantees
of both gradient descent and steepest coordinate descent applied to least-squares follow
a transition phase from the underparametrized to the overparametrized regime. For ℓ1-
regularized models, a similar transition phase for λ appears, and allows to interpret it as a
measure of the sparsity of the solution.

Building on these results, we believe it could be of interest to extend this principled
approach to accelerated matching pursuit algorithms (and thus, to accelerated coordinate
descent algorithms). Some accelerated techniques have already been developed relying on
randomly selected coordinates, such as those of Nesterov and Stich (2017) for nonregular-
ized minimization and Fercoq and Richtárik (2015) or Locatello et al. (2018, Section 3)
for composite minimization problems, but. Another interesting line of research could be to
understand the connections between the observed transition phase for optimization meth-
ods and the double descent phenomenon observed for the generalization error in machine
learning.

Acknowledgments and Disclosure of Funding

This work was funded by MTE and the Agence Nationale de la Recherche as part of the
“Investissements d’avenir” program, reference ANR-19-P3IA-0001 (PRAIRIE 3IA Insti-
tute). We also acknowledge support from the European Research Council (grant SEQUOIA
724063).

Codes

All codes for numerical results are provided at https://github.com/CMoucer/Geometry_
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Appendix

In this document, we provide proofs for the main theorems of the paper as well as addi-
tional experiments offering a comprehensive overview of the main paper’s results. Table 1
summarizes the main contributions and results of the Appendix.

Table 1: Content of the appendices

Appendix A Mathematical tools appearing in the proofs: η-tricks

and computation of the basis of a kernel.

Appendix B Proof for linear convergence of matching pursuit (Proposition 7)

and gradient descent (Proposition 4).

Appendix C Estimates for the convergence of steepest coordinate descent

for least-squares: SDP relaxations and high-probability bounds

for µF1 , µF1,L and LF1 , with numerical comparisons to µF2 and µF2,L.

Appendix D Matching pursuit in the gauge geometry:

properties of the gauge and sublinear convergence guarantee.

Appendix E Formulation of steepest coordinate descent as a ‘nearly’

matching pursuit algorithm.

Appendix F Efficiently computing the ultimate method: an inner loop strategy.

Appendix A. Mathematical tools

A.1 The η-tricks: reweighted least-squares formulations

Due to non-smoothness, the ℓ1-norm is often seen as difficult to optimize. A common
way to simplify regularization term containing an ℓ1-term, such as the LASSO, consists in
formulating it as a reweighted least-square problems. We refer to the work of Bach et al.
(2012) There are three common formulations:

• the variational formulation (Bach et al., 2012, Section 5)

∥x∥1 = min
η∈Rn,η⩾0

1

2

n∑
i=1

x2i
ηi

+
1

2

n∑
i=1

ηi,
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• the variational constrained formulation (Bach et al., 2012, Section 1)

∥x∥21 = min
η∈∆n

n∑
i=1

x2i
ηi

,

where ∆n = {η ∈ Rn, η ⩾ 0,
∑n

i=1 ηi = 1} is the simplex,

• the maximization problem,

∥x∥1 = max
∥s∥∞⩽1

⟨s, x⟩.

Finally, we notice a useful variational trick, in dimension 1. For x ∈ Rn,

L

2
∥x∥21 = max

z⩾0

−z2

2L
+ z∥x∥1, (21)

with the optimum z⋆ = L∥x∥1.

A.2 Computing the basis of a kernel

To compute the basis of Ker(P ), we perform a QR decomposition on P such that Q⊤
1 Q1 =

In, Q⊤
2 Q2 = Id−n and Q⊤

1 Q2 = 0: P⊤ =
(
Q1 Q2

)(R
0

)
, where Q2 is a basis for the

nullspace of P . Indeed, let z ∈ Rd−n, and AQ2z = R⊤Q⊤
1 Q2z = 0.

Appendix B. Proof for Propositions 4, 7

Let us prove linear convergence of gradient descent with fixed step size and coordinate
descent with GS rule in a more general framework. This proof leads to the results of
Propositions 4, 7 for the ℓ2, ℓ1 norm respectively.

Let F be LF -smooth with respect to a norm ∥ · ∥, (possibly) µF -strongly convex with
respect to ∥ · ∥ and verify the  Lojasiewicz inequality with parameter µFL . We consider a
method (αk) starting from α0 ∈ Rd, and obtained by minimizing the smoothness quadratic
upper bound:

F (αk+1) ⩽ F (αk) + min
α∈Rd

(
⟨∇F (αk), α− αk⟩ +

LF

2
∥α− αk∥2

)
⩽ F (αk) −

1

2LF
∥∇F (αk)∥2⋆.

If F is µF -strongly convex, then F verifies the  Lojasiewicz inequality with parameter µF :
for all α ∈ Rd, µF (F (α) − F⋆) ⩽ 1

2∥∇F (α)∥2⋆. Thus, substracting F⋆ on each side of the
smoothness inequality, we have

F (αk+1) − F⋆ ⩽

(
1 − µF

LF

)
(F (αk) − F⋆).

Similarly, if F satisfies the  Lojasiewicz inequality with parameter µFL , but is not strongly
convex (µF = 0).
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Appendix C. Estimates for the convergence of steepest coordinate
descent for least-squares

In Proposition 7, a sequence (αk) generated by steepest coordinate descent for a linear
regression problem has a linear convergence rate in function values,

F (αk) − F⋆ ⩽

(
1 −

max(µF1 , µ
F
1,L)

LF1

)k
(F (α0) − F⋆).

We assume that F is a quadratic, that is F (α) = 1
2n∥Pα − y∥22. We first derive SDP

relaxations for the optimization problems characterizing µF1 , µF1,L and LF1 , and numerically

compare these estimates to µF2 and µF2,L. Then, we compute inequalities connecting µF1,L
and µF1 to LF1 . Thanks to these inequalities, we prove concentration inequalities for µF1,L,

µF1 and LF1 , and derive approximate convergence guarantees of steepest coordinate descent.

C.1 SDP relaxations for µF1 and µF1,L

We look for exact lower bounds for µF1 and µF1,L. Both in the overparametrized and un-
derparametrized regime, we are going to reformulate the optimization problems defining
µF1 , µ

F
1,L into SDPs, and relax some rank constraints. Then, we compare these estimates to

µF2 and µF2,L in numerical experiments.

C.1.1 Proof for Proposition 8

SDP relaxation for µF1 in the underparametrized regime. Recall from Lemma 3
that µF1 is non zero in this regime and given by 1√

nµF1
= maxα,∥α∥∞⩽1 maxν,∥Pν∥2⩽1 α

⊤ν.

Since P⊤P is invertible, we proceed to a change of variable in P⊤P :

1√
nµF1

= max
α,∥P⊤Pα∥∞⩽1

max
ν,∥Pz∥2⩽1

(P⊤Px)⊤z,

= max
α,∥P⊤Pα∥∞⩽1

max
ν,∥Pν∥2⩽1

(Pα)⊤(Pν),

= max
α,∥P⊤Pα∥∞⩽1

∥Pα∥2,

= max
α

∥P (P⊤P )−1α∥2, s.t. ∥α∥∞ ⩽ 1.

A first attempt to compute an exact solution to this problem is to consider α ∈ {−1, 1}d and
compute all possible values for the ∥ · ∥∞-norm. However this computation would require
2d configurations. Instead, we compute an SDP relaxation of 1√

µF1
in Lemma 21.

Lemma 21. Let the regime be underparametrized (n ⩾ d). µF1 has a π
2 -approximation:

µ̃F1 ⩽ µF1 ⩽
π

2
µ̃F1 .

where µ̃F1 has an SDP-formulation 1
µ̃F1

= nmaxX≽0,diag(X)⩽1 Tr(CX), with C = (P⊤P )−1.
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Proof Let us reformulate an SDP relaxation to this problem. The problem OPT = 1
µF1

=

nmaxν,∥ν∥2∞⩽1 ∥P (P⊤P )−1ν∥22 = nmaxν,ν2i ⩽1 ν
⊤(P⊤P )−1ν can be relaxed into a SDP,

SDP =
1

µ̃F1
= nmax

Z≽0
Tr(CZ), s.t. diag(Z) ⩽ 1, (22)

where C = (P⊤P )−1 ≻ 0. This is exactly the Max-Cut SDP relaxation, for which Goemans
and Williamson (1995) proved the approximation 2

πSDP ⩽ OPT ⩽ SDP .

SDP relaxation for µF1,L in the overparametrized regime. For µF1,L, the maximization
problem does not correspond to Max-Cut. So it is possible to derive an SDP lower bound,
but no SDP-approximation. Recall the formulation of µF1,L as an optimization problem

µF1,L = 1
n infν∈Rd ∥P⊤Pν∥2∞, s.t. ∥Pν∥22 = 1. In Lemma 22, we derive a lower bound for

µF1,L formulated as a SDP.

Lemma 22. Let PP⊤ be invertible, then,

µF1,L ⩾
1

n
inf
Z≽0

∥P⊤PZP⊤P∥∞, s.t. Tr(P⊤PZ) = 1,

Proof We introduce Z = νν⊤ ∈ Rd×d, where rank(Z) = 1, and reformulate the problem
into µF1,L = 1

n infZ≽0,rank(Z)=1,Tr(P⊤PZ)=1 ∥P⊤PZP⊤P∥∞, which can be relaxed as an SDP

µF1,L ⩾ 1
n infZ≽0,Tr(P⊤PZ)=1 ∥P⊤PZP⊤P∥∞.

Comparison of µ̃F1 and µ̃F1,L. First, let us notice that norm ∥ · ∥∞ corresponds to the
infinite norm on the diagonal of the matrices. Consequently, the constraint diag(X) ⩽ 1
is equivalent with ∥X∥∞ ⩽ 1. In addition, in the underparametrized regime, a change of
variable X → P⊤PZP⊤P leads to the reformulation of (22) as,

1

µ̃F1
= nmax

X≽0
Tr(P⊤PX), s.t. ∥P⊤PXP⊤P∥∞ ⩽ 1.

Thus, we conclude with the fact that (P⊤P ) is not invertible in the overparametrized regime,
and thus that 1

µ̃F1
⩾ 1

µ̃F1,L
.

C.1.2 Numerical comparison

In this section, we compare the estimate µ̃F1 (resp. µ̃F1,L) for µF1 (resp. µF1,L) to µF2 and µF2 /d

(resp. µF2,L and µF2,L/d). We consider Gaussian matrices X ∈ Rn,d such that Xi ∼ N (0,Σ)
are i.i.d., given four different diagonal variances: a uniform variance Σ = Id, a non-uniform
variance Σ = Diag(1, . . . , 1/d), a variance with only one small value Σ = Diag(1, · · · , 1, 1

100),
a variance with only one large value Σ = Diag(1, . . . , 1, 100). These variances are inspired
from the work of Nutini et al. (2018b, Section 4.1), who computed explicitly µF1 for separable
quadratics.
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Underparametrized regime: comparison for µF1 . In this regime, µF1 has a SDP

approximation given by µ̃F1 , as proven in Appendix C.1. By norm equivalence,
µF2
d ⩽ µF1 ⩽

µF2 , as proven by Nutini et al. (2018b, Appendix 4). The value of the SDP approximation

for µF1 in Figure 7 is very close to its lower bound
µF2
d , except for the variance where only

one diagonal element of the variance is very large.

Figure 7: Comparison of µF1 on the top (resp. µF1,L on the bottom) with µF2 and µF2 /d

(resp. µF2,L and µF2,L) for n = 50 (resp. n = 20) averaged on 5 trials, for Gaussian
random data with a variance equal from the left to the right to Σ = Id, Σ =
diag(1, 1/2, . . . , 1/d), Σ = diag(1, . . . , 1, 1/100) and diag(1, . . . , 1, 100).

Figure 8: Comparison of the SDP relaxation for µF1 on the left (resp. µF1,L on the right)

with µF2 and µF2 /d (resp. µF2,L and µF2,L/d) for a random feature model generated
from the Leukemia dataset with a number of samples n = 50 (resp. n = 20).
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Overparametrized regime: comparison for µF1,L. In this regime, µF1,L is lower bounded

by µ̃F1,L defined by a SDP (see Appendix C.1. By norm equivalence, we have that
µF2,L
d ⩽

µF1,L ⩽ µF2,L. The SDP relaxation provides a lower bound for µF1,L, that is always close to its

lower bound
µF2,L
d as observed in Figure 7. We observe similar results for a random features

model generated from the Leukemia dataset (libsvm) in Figure 8.

C.2 High-probability bounds for µF1 , µ
F
1,L and LF1 : proof for Proposition 9

In this proof, we look for concentration inequalities on µF1 , µF1,L and LF1 . To this end, we

first establish deterministic inequalities connecting µF1 , µF1,L and LF1 . In a second part, we
assume the data P are generated randomly, such that each row is subgaussian. Under some
mild assumptions, we derive concentration inequalities on these parameters.

C.2.1 Deterministic inequalities connecting µF1 , µ
F
1,L and LF1

In this proof, we look for inequalities connecting LF1 , µF1 and µF1,L to minimal and maximal

eigenvalues of P⊤P and PP⊤. We first propose to establish deterministic inequalities
characterizing these parameters.

We consider the special case of least-squares, for which F (α) = 1
n∥Pα − y∥22 with P ∈

Rn×d. We have seen that:

• LF1 = 1
n maxi=1,...,d ∥P:,i∥22,

• µF1 = 1
n infη∈Rd ∥Pη∥22 such that ∥η∥21 ⩾ 1,

• µF1,L = 1
n supη∈Rd ∥P⊤Pη∥2∞such that ∥Pη∥22 = 1.

In Lemma 23, we establish deterministic lower and upper bounds for both µF1 and µF1,L.

Lemma 23. Let F (α) = 1
n∥Pα− y∥22 with P ∈ Rn×d. Denote µF1 (resp. µF1,L) the strongly

convex (resp.  Lojasiewicz) parameter of F with respect to the ℓ1-norm. Then, µF1 verifies,

1

n

λmin(P⊤P )

d
⩽ µF1 ⩽

1

n

1⊤d P
⊤P1d
d2

,

1

n

λmin(PP⊤)

d
⩽ µF1,L ⩽

LF1
n

.

Proof From result of Nutini et al.(Nutini et al., 2018b, Appendix 4), we have by the norm

equivalence
µF2
d ⩽ µF1 . In the special case of least-squares, µF2 = λmin(P

⊤P )
n . In addition, we

have that µF1 = 1
n infη∈Rd,∥η∥21=1 ∥Pη∥22 ⩽ 1

n
1⊤
d P

⊤P1d

d2
by taking η = 1d

d .
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Let us reformulate µF1,L. Using the trick ∀ν ∈ Rd, ∥ν∥21 = infγ∈∆d

∑d
i=1

ν2i
γi

,

µF1,L =
1

n
inf
ν∈Rn

∥P⊤ν∥2∞, s.t. ∥ν∥22 = 1,

=
1

n
inf
ν∈Rn

max
η∈∆d

ν⊤PDiag(η)P⊤ν, s.t. ∥ν∥22 = 1,

=
1

n
max
η∈∆d

inf
ν∈Rn

ν⊤PDiag(η)P⊤ν, s.t. ∥ν∥22 = 1,

=
1

n
max
η∈∆d

λmin

(
PDiag(η)P⊤

)
.

For η = 1
d1d, we have that µF1,L ⩾ 1

n
λmin(PP

⊤)
d . In addition, we can reformulate µL,F1 as fol-

lows: µL,F1 = 1
n maxη∈∆d

λmin

(
PDiag(η)P⊤) = 1

n maxη∈Rd supM≽0,Tr(M)=1 Tr(PDiag(η)P⊤M) =

1
n supM≽0,Tr(M)=1 ∥P⊤MP∥∞ ⩽ 1

n2 ∥P⊤P∥∞, for M = Id
n =

LF
1
n .

As expected by the norm equivalence (and already highlighted by Nutini et al. (Nutini

et al., 2018b, Appendix 4)), strong convexity parameters verify µF1 ⩾ µF2
d . Lemma 23

states a similar comparison for  Lojasiwiecz parameters with µF1,L ⩾
µF2,L
d . We recover that

µF1 ⩾ 0 (resp. µF1,L ⩾ 0) in the overparametrized (resp. underparametrized) regime. Under

subgaussian data, we now build high probability bounds for µF1,L, µF1 and LF1 based on these
lower and upper bounds.

C.2.2 Generalities on subgaussian data

Before deriving concentration bounds, we detail the subgaussian assumptions on P .

Definition 24. (Vershynin, 2018, Definition 2.5.2, Proposition 2.5.2) Let X be a subgaus-
sian random with τ > 0, and E[X] = 0. Then, there exists absolute constants c1, c2 > 0
such that,

∀t ∈ R, E[etX ] ⩽ e
c1∥X∥2Ψ2

t2
,

∀t ∈ R, P(|X| ⩾ t) ⩽ 2 exp(− c2
∥X∥2Ψ2

t2),

In addition, ∥X∥Ψ2 = inf{t > 0,E[eX
2/t2 ] ⩽ 2} is the subgaussian norm of X.

Usually, a subgaussian variable X with E[X] = 0, E[x2] = σ2 is defined with a parameter

τ > 0 such that for all t ∈ R, E[exp(tX)] ⩽ exp( t
2τ2

2 ). Then, σ ⩽ τ =
√

2c1∥X∥Ψ2 . As for
gaussian data, Definition 24 can be extended to vectors.

Definition 25. (Vershynin, 2018, Definition 3.4.1) A random vector X ∈ Rd is called
subgaussian if the one-dimensional marginals ⟨X,x⟩ are subgaussian random variables for
all x ∈ Rd. The subgaussian norm of X is defined as ∥X∥ψ2 = supx∈Sd−1 ∥⟨X,x⟩∥Ψ2.

Throughout this section, we assume the data P to be subgaussian as follows:

Assumption 26 (Subgaussian data). P1, . . . , Pn ∈ Rd are i.i.d. subgaussian random vec-
tors with E[Pi] = 0, E[P 2

i,j ] = σ2 and K = maxi ∥Pi∥Ψ2.
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C.2.3 A concentration inequality for
√

LF1

Our goal is to obtain a concentration inequality for LF1 = 1
n maxi=1,..,d ∥P:,i∥22, where the

data P is generated as in Assumption 26. We rather focus on
√
LF1 = 1√

n
maxi=1,...,d ∥P:,i∥2.

Theorem 27. (Vershynin, 2018, Theorem 3.1.1, equation (3.3)) Let p = (p1, . . . , pn) ∈ Rn
be a random vector with independent subgaussian coordinates pi that satisfy E[p2i ] = 1, and
K = maxi ∥pi∥Ψ2. Then, there exists C > 0 an absolute constant such that, for all t ∈ R

P(|∥p∥2 −
√
n| ⩾ t) ⩽ 2exp

(
− C

K4
t2
)
.

Equivalently, the concentration result of Theorem 27 can be extended by a linearity
argument to random variables with variance E[p2i ] = σ2: for all t ∈ R,

P(|∥p∥2 − σ
√
n| ⩾ t) ⩽ 2exp

(
− C

σ2K4
t2
)
.

In Theorem 27, vectors p correspond to columns of P as defined in Assumption 26. We
conclude with the concentration of each norm of the columns (P:,i) around σ

√
n. More

precisely, according to Definition 24, ∥P:,i∥22 − σ
√
n are i.i.d. subgaussian variables. In

Lemma 28, we provide a lower and an upper bound for the expectation of maxi=1,...,d ∥P:,i∥2.

Lemma 28. Let P ∈ Rn×d be a collection of subgaussian elements as in Assumption 26.
There exist C1, C2 > 0 absolute constant such that,

C2K
2σ ⩽E[ max

i=1,...,d

(
∥P:,i∥2 − σ

√
n
)
] ⩽ 2σK2

√
C1 log(d).

Proof From Theorem 27 and Definition 24, there exists C1 > 0 an absolute constant such
that Y = ∥P∥2 − σ

√
n is subgaussian with for all t ∈ R, E[exp(tY ] ⩽ exp(C1t

2K4σ2) =
exp(v2t2/2). Boucheron et al. (Boucheron et al., 2013, Theorem 2.5) derived an upper
bound for the expectation to the maximum of independent subgaussian random variables
(and more generally, to subgamma random variables): E[Y ] ⩽

√
2 log(d). For the left-hand

side, first we have the following inequality E[maxi=1,...,d ∥P:,i∥2] ⩾ E[∥P:,i∥2]. This expecta-
tion can be lower bounded using (Vershynin, 2018, Theorem 3.1.1) and 1 + x ⩽ ex for all
x > 0.

Proposition 29. Let P be a subgaussian matrix generated as in Assumption 26 and LF1 =
1
n maxi=1,... ∥P:,i∥22. Then, there exists absolute constant C,C1, C2 > 0 such that for all

t ⩾ 2σK2
√

C1 log(d)
n ,

P
(
|
√

LF1 − E[
√
LF1 ]| ⩾ t

)
⩽ e−

C
σ2K4 min(u1(t),u2(t)).

where u1(t) = log(d)(t + C2K2σ√
n

)2 and u2(t) = d(t− 2σK2
√

C1 log(d)
n )2.
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Proof Recall that
√
LF1 = maxi=1,...,d ∥P:,i∥2, where 1√

n
∥P:,i∥2 − σ is subgaussian. For the

right side event, notice that P
(√

LF1 ⩾ E[
√
LF1 ] + t

)
⩽ dP

(
∥P:,i∥2√

n
⩾ E[

√
LF1 ] + t

)
by the

union bound. In addition, using the bounds on E(maxi=1,...,d ∥P:,i∥2) from Lemma 28 and

concentration from Theorem 27, there exists C2, C > 0 such that P
(

∥P:,i∥2√
n

⩾ E[
√
LF1 ] + t

)
⩽

dP
(
∥P:,i∥2√

n
− σ ⩾ C2K2σ√

n
+ t
)
⩽ exp

(
−C log(d)

σ2K4 (t + C2K2σ√
n

)2
)

. For the left side event, using

independence of the Pi,j , we conclude from Theorem 27 that there exists an absolute con-

stant C1 > 0 such that P
(√

LF1 ⩽ −t + E[
√
LF1 ]

)
⩽ P

(√
LF1 ⩽ −t + σ + 2σK2

√
C1 log(d)

n

)
⩽

P
(

∥P:,i∥2√
n

− σ ⩽ −t + 2σK2
√

C1 log(d)
n

)d
⩽ exp

(
− Cd
σ2K4 (t− 2σK2

√
C1 log(d)

n )2
)

.

We conclude from Proposition 29 that
√
LF1 concentrates around its mean, that admits

lower and upper bounds as in Lemma 28. More precisely, there exist absolute constant

C,C1, C2 > 0 such that for all t ⩾ 2σK2
√

C1 log(d)
n

2

,

C2K
2σ

1√
n

+ σ − t ⩽
√
LF1 ⩽ σ + 2σK2

√
C1 log(d)

n
+ t,

holds with probability 1 − exp(− C
σ2K4u(t)), where u(·) is quadratic by part.

C.2.4 Concentration inequality for µF1,L and µF1 under subgaussian data.

As we have seen in Lemma 23, µF1 and µF1,L have deterministic approximants, closely related

to the minimal eigenvalues of PP⊤ and P⊤P . Under subgaussian Assumption 26, we
provide concentration inequalities for µF1 and µF1,L.

More precisely, recall from Lemma 23 that µF1 (resp. µF1,L) is lower bounded by 1
d

λ
min(P⊤P )

n

(resp. 1
n
λmin(PP

⊤)
d ). Let us begin by calling a concentration inequality (Vershynin, 2018,

Theorem 4.6.1) for eigenvalues of such subgaussian matrices.

Theorem 30. (Vershynin, 2018, Theorem 4.6.1) Let P ∈ Rn×d be a subgaussian matrix
generated as in Assumption 26. Then, there exists an absolute constant C3 > 0 such that,
for all t ⩾ 0,

√
n− C3K

2(
√
d + t) ⩽

√
λmin(P⊤P ) ⩽

√
λmax(P⊤P ) ⩽

√
n + C3K

2(
√
d + t),

with probability at least 1 − 2 exp(−t2), with K = maxi ∥Pi∥ϕ2.

Similarly, we deduce from Theorem 30 that there exists C4 > 0 such that for all t ⩾ 0,

√
d− C4K

2(
√
n + t) ⩽

√
λmin(PP⊤) ⩽

√
λmax(PP⊤) ⩽

√
d + C4K

2(
√
n + t),

holds with probability at least 1 − 2 exp(−t2). In particular, it is possible to derive bounds
for quadratics of subgaussian data from Theorem 30. We provide a concentration result in
Proposition 31 for 1⊤d P

⊤P1d that appears in Lemma 23.
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Proposition 31. Let P be generated as in Assumption 26. Then, there exists C3 > 0 such
that, for all t ⩾ 0,

1√
d
− C3K

2

(√
1

nd
+

t

d
√
n

)
⩽

√
1⊤d P

⊤P1d
d2n

⩽
1√
d

+ C3K
2

(√
1

nd
+

t

d
√
n

)
,

holds with probability 1 − 2 exp(−t2).

Proof This result is directly obtained from Vershynin (Vershynin, 2018, Theorem 4.6.1).
Under the same assumptions than in Theorem 30, there exists an absolute constant C3 > 0

such that, for all t ⩾ 0, ∥ 1
nP

⊤P − Id∥ ⩽ K2 max(δ, δ2), where δ = C3K
2(
√

d
n + t√

n
). From

this, Vershynin concludes an approximate isometry for P (Vershynin, 2018, Lemma 4.1.5).
For all x ∈ Rd, (1 − δ)∥x∥2 ⩽ ∥Px∥2 ⩽ (1 + δ)∥x∥2. Note that this is exactly the same
constant than in Theorem 30.

Using Theorem 30, Proposition 31 and Lemma 23, we get the expected concentration
bounds n µF1 and µF1,L.

C.3 Proof for Corollary 10

Given the convergence guarantee for coordinate descent with GS-rule from Theorem 7, we
conclude concentration for the convergence rate. We provide the proof for convergence in

the underparametrized regime, where the convergence guarantee is given by 1− µF1
LF
1

, and let

the overparametrized regime to the reader. Recall from Proposition C.2 that, there exists
absolute constant C,C1, C2, C3,K > 0 such that,

1 − 1

d

(
1 + C3K

2( 1√
n

+ t√
nd

)2
(

1 + C2K2 1√
n

+ t√
n

)2 ⩽ 1 − µF1
LF1

⩽ 1 − 1

d

(
1 − C3K

2( 1√
n

+ t√
nd

)2
(

1 + 2K2

√
C1

log(d)
n + t√

n

)2 ,

with probability p(t) = 1−4 exp
(
−min(t2, dσ

2

n (t− 2K2
√
C1 log(d))2, log(d)σ

2

n (t + C2
2K

2)2)
)

.

Applying a limited development in 1√
n

, the left term is equal to

1 − 1

d

(
1 +

2√
n

[(C3 − C2)K
2 +

t√
d
− t] + o(

1√
n

)

)
,

and the right term,

1 − 1

d

(
1 − 2√

n
[K2(C3 + 2

√
C1 log(d)) +

t√
d

+ t] + o(
1√
n

)

)
.

These two limited development allows to conclude to the limiting convergence rate for
coordinate descent with GS rule in the underparametrized regime.
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Appendix D. Matching pursuit in the gauge geometry

D.1 The gauge is a norm: proof for Lemma 11

Since α → Pα is surjective, the function γP(x) is well-defined. Let us prove subbaditivity,
positive definiteness and absolute homogeneity.

• Let t > 0 and x ∈ Rn,

γ(tx) = inf
α∈Rd,tx=Pα

∥α∥1 = inf
α̃(=α

t
)∈Rd,x=Pα̃

∥tα̃∥1 = t inf
α̃∈Rd,x=Pα̃

∥α̃∥1 = tγ(x).

Since P = conv(P ) is centrally symmetric, we conclude that for all t ̸= 0, γ(tx) =
|t|γ(x). Finally, letting t → 0, we conclude that γ(0) = 0.

• Let x ∈ Rn be such that γ(x) = 0. We have 0 = infα∈Rd ∥α∥1, s.t. x = Pα. There
exists (αk) a sequence in Rd such that x = Pαk and ∥αk∥1 → 0, meaning that αk → 0.
By linearity of Pα, we obtain x = 0.

• Let x, y ∈ Rn, γ(x + y) = infη ∥η∥1, s.t. x + y = Pη. Let α, β be the minimal
representation for x, y, such that x = Pα and y = Pβ. We have that

γ(x + y) = inf
η,P (α+β)=Pη,

∥η∥1 ⩽ ∥α + β∥1 ⩽ ∥α∥1 + ∥β∥1 = γ(x) + γ(y).

If γ(·) is a norm, we compute its dual norm γ⋆(z) = supx,γ(x)⩽1⟨z, x⟩ = supx infλ⩾0⟨z, x⟩+
λ− λγ(x) = supx infλ⩾0 supα,x=Pα⟨z, x⟩ + λ− λ∥α∥1 = infλ⩾0 λ + supα⟨α, P⊤z⟩ − λ∥α∥1 =

infλ⩾0,∥P⊤z∥∞⩽λ λ = ∥P⊤z∥∞.

D.2 Proof for sublinear convergence of matching pursuit

We have seen in Section 2.4 that matching pursuit converges linearly in both the under-
parametrized and overparametrized regime. This result improves the sublinear guarantee of
matching pursuit proven by Locatello et al. (2018, Theorem 3) letting a sublevel set radius
appear (as usual in the coordinate descent literature).

Theorem 32. Let f be convex, LfγP -smooth with respect to the norm γP(·). Then, the
sequence verifies for R = maxx⋆∈X⋆ maxx∈Rd γP(x− x⋆), s.t. f(x) ⩽ f(x0) < +∞,

f(xk) − f⋆ ⩽
2LfγPR2

k − 1
.

Proof The sequence (xk) verifies the descent lemma:

f(xk+1) − f(xk) ⩽ − 1

2LfγP
σP(∇f(xk))

2.

We introduce δk = f(xk) − f⋆, so that δk+1 ⩽ δk − 1

Lf
γP

σP(∇f(xk))
2. By convexity and

Cauchy-Schwarz inequality, we have δk ⩽ ⟨xk − x⋆,∇f(xk)⟩ ⩽ γP(xk − x⋆)σP(∇f(xk)).
Then,

δk+1 ⩽ δk −
1

LfγPγP(xk − x⋆)2
δ2k ⩽ δk −

1

LfγPR2
, δ2k.
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where R = maxx⋆∈X⋆,x∈Rd γP(xk − x⋆), s.t.f(x) ⩽ f(x0) is assumed to be finite. Denoting

ω = 1
LPR2 , and dividing by δk, we have that 1

δk
+ ω δk

δk+1
⩽ 1

δk+1
. Since δk is nonincreasing

with k, 1
δk+1

⩾ 1
δk

+ ω. By summation, 1
δk

⩾ ω(t− 1) and the result follows.

Appendix E. Steepest coordinate descent is ‘nearly’ a matching pursuit
algorithm

Coordinate descent with a Gauss-Southwell rule can be formulated using an LMO. Indeed,
recall its formulation,

αk+1 = arg min
α∈Rd

⟨∇ikF (αk)eik , α− αk⟩ +
LF2
2

∥α− αk∥22 + λ|αik |,

where ik = arg mink mint∈R P⊤
:,k∇f(Pα)(t−αk)+

LF
2
2 (t−αk)

2+λ|t|. We introduce the gauge

function γP(x) = infα∈(R+)d
∑d

i=1 αiPi. Then, applying the GS-rule can be formulated as,

ik = arg min
k

min
u+αk⩾0

P⊤
:,k∇f(Pα)u +

LF2
2

u2 + λ|u + αk|,

= arg min
k

∆k =
1

2LF2
(P⊤

:,k∇f(Pα) + λ− LF2 αk)
2
+ − 1

2LF2
(P⊤

:,k∇f(Pα) + λ)2.

Let P be the set of atoms, Pk = {k, αk ̸= 0} the set of visited atoms at iteration k. The
algorithm consists in computing:

• for non visited atoms k ∈ P \ P (αk = 0), ∆k = − 1
2LF

2
(−P⊤

:,k∇f(Pα) − λ)2+ and

this value can be computed using the LMOP\Pk
(∇f(Pαk)) = pout, leading to ∆out =

1
2LF

2
(−p⊤out∇f(Pαk) − λ)2+, which costs O(|P \ Pk|),

• for visited atoms, the objective needs to be computed completely in at most |Pk|
iterations: ∆in = 1

2LF
2

supp∈Pk
(p⊤∇f(Pαk) + λ)2 − (p⊤∇f(Pαk) + λ− Lαpk)

2
+.

Then, we compute ik corresponding to the minimizer of min(∆in,∆out), and compute the
update αikk+1 = (αikk − 1

LF
2

(p⊤ik∇f(Pαk) + λ))+.

Appendix F. The ultimate method: an inner loop strategy

The ultimate method is defined as a minimization problem, that has no closed-form solution.
To overcome this issue, at each iteration k, we will solve iteratively the inner minimization
problem using a randomized alternating minimization technique:

min
η,β∈Rd

⟨P⊤∇f(Pα), β − α⟩ +
LfγP

2
∥β − α∥21 + λ∥ν∥1, such that Pβ = Pν.

First, we give the guarantees of an inner loop strategy, and in a second part, the result
when applying a randomized alternating minimization technique to the inner loop.
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Let us provide the convergence guarantees of the inner loop strategy, following the ex-
ample of d’Aspremont et al. (2021, Section 5.2). Let L(β, ν) = ⟨P⊤∇f(Pα), β − α⟩ +
Lf
γP
2 ∥β − α∥21 + λ∥ν∥1 and Lα⋆ = minη,β∈Rd L(β, ν), such that Pβ = Pν. Given an approxi-

mate solution to this problem at iteration k, Theorem 33 provides a guarantee on the outer
loop.

Theorem 33. Let (β̃k, ν̃k) with x̃k = P β̃k = P ν̃k be an approximate solution of xk produced
by the ultimate method (3.8) such that Lk(β̃k, ν̃k) − Lk⋆ ⩾ ϵk, then we have

f(x̃k) − f⋆ ⩽

(
1 − µfγP

LfγP

)k
(f(x0) − f⋆) +

k−1∑
i=0

(
1 − µfγP

LfγP

)i
ϵk−i.

Proof

f(x̃k+1) ⩽ f(x̃k) + Lk(η̃k+1, β̃k+1),

⩽ f(x̃k) + Lk⋆ + ϵk,

⩽ f(x̃k) −
µfγP

LfγP
(f(x̃k) − f⋆) + ϵk,

f(x̃k+1) − f⋆ ⩽

(
1 − µfγP

LfγP

)
(f(x̃k) − f⋆) + ϵk.

The result is obtained by a direct summation.

The precision of the outer loop depends on the precision ϵk of the inner loop at each iteration
k. Given an iterative method with iteration number t to obtain (β̃tk, ν̃

t
k), Theorem 33 ensures

that the better the precision of the inner loop, the better the convergence guarantee of
the outer loop. More precisely, if the error is constant ϵk = ϵ, the global convergence

guarantee becomes f(x̃k) − f⋆ ⩽

(
1 − µfγP

Lf
γP

)k
(f(x0) − f⋆) + ϵ

Lf
γP
µfγP

(
1 − (1 − µfγP

Lf
γP

)k
)

. For a

linearly decreasing inner precision ϵi =

(
1 − µfγP

Lf
γP

)i
, the global convergence rate is exactly

1 − µfγP
Lf
γP

. Finally, for a sublinearly inner precision, the global convergence guarantee is

given by F (x̃k) − F⋆ ⩽

(
1 − µfγP

Lf
γP

)k
(F (x0) − F⋆) +

∑k
i=0−1

(
1 − µfγP

Lf
γP

)i
1

(k−i+1)α . The

inner precision ϵk can slow down the global convergence of the ultimate method. However,
achieving a low precision in the inner loop can be very costly, especially if the inner method
converges sublinearly.

F.1 Alternating randomized block coordinate descent

We propose to solve this minimization problem that defines matching pursuit using an alter-
nating minimization technique. Diakonikolas and Orecchia (2018) developed the alternating
randomized block coordinate descent (AR-BCD), that generalizes alternating minimization
to more than two blocks.
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Theorem 34. (Diakonikolas and Orecchia, 2018, Theorem 3.4) Let xk be generated by AR-
BCD with a distribution (pi)i=1,...,n−1 over n−1 Lf,i-smooth blocks, and n be the non-smooth
block. Then, for Ri = maxx∈Rd,f(x)⩽f(x0) ∥x⋆,i − xi∥2,

E[f(xk+1)] − f⋆ ⩽
2

k + 3

(
n−1∑
i=1

Lf,i

pi
Ri

)
.

The AR-BCD algorithm converges sublinearly for a non-smooth objective, according
to Theorem 34. Let us first reformulate the minimization problem as an unconstrained
problem, calling α = αk:

min
η,β∈Rd

⟨P⊤∇f(Pα), β − α⟩ +
LfγP

2
∥β − α∥21 + λ∥η∥1, such that Pβ = Pη,

= min
η,k∈Rd

⟨P⊤∇f(Pα), η − α⟩ +
LfγP

2
∥η + k − α∥21 + λ∥η∥1, such that k ∈ Ker(P ),

= min
η∈Rd,z∈RdQ

⟨P⊤∇f(Pα), η − α⟩ +
LfγP

2
∥η + Qz − α∥21 + λ∥η∥1,

where Q is a basis for Ker(P ) and dQ = dim(Ker(Q)), obtained using a QR decomposition.
We now use the eta-trick on ∥ · ∥21 and an other η-trick on ∥ · ∥1 (see A.1) , which leads to
the equivalent minimization problem,

min
η∈Rd,z∈Rr

min
γ∈∆d,θ⩾0

G(η, z, γ, θ) = ⟨P⊤∇f(Pα), η − α⟩ +
λ

2

(
η⊤Diag(θ)−1η + Diag(θ)1

)
+

LfγP
2

(η + Qz − α)⊤Diag(γ)−1(η + Qz − α).

Remark 35. Note that without applying the second η-trick on ∥ · ∥1, the objective function
is smooth with respect to z, no non-smooth with respect to η, γ, which prevents us from using
the alternating minimization technique.

Each coordinate can be solved as follows:

zopt =
(
Q⊤Diag(γk)

−1Q
)−1

Q⊤Diag(γk)
−1(α− η),

ηopt = Diag(LfγP/γ + λ/θ)−1
(
LfγPDiag(γ)−1(α−Qz) − P⊤∇f(Pα)

)
,

γopt =
|ηi + (Qz)i − αi|
∥η + (Qz) − α∥1

,

θopt = |η|.

Let us rewrite our problem into minη∈Rd,z∈Rr minγ∈∆d,θ⩾0G(η, z, γ, θ) = G(η, z, β) = G(ξ)

where G(·) is smooth with respect to η, z but non smooth with respect to β = (γ, θ)⊤. We
perform AR-BCD with probabilities p1 for η (respectively p2 = 1−p1 for z). Let us rewrite
(η, z, β) = (η1, η2, η3), and let Si(ξ) be the set of points that differs from ξ only over block
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i. AR-BCD is given at iteration k by:

Pick ik ∈ {1, 2} with probability pik ,

ξ̃k+1 = arg min
ξ∈Sik

(ξk)
G(ξ),

ξk+1 = arg min
ξ∈S3(ξ̃k+1)

G(ξ).

F.2 Alternating minimization

min
η∈Rd,z∈RdQ

min
γ∈∆d

⟨P⊤∇f(Pα), η − α⟩ +
LfγP

2
(η + Qz − α)⊤Diag(γ)−1(η + Qz − α) + λ∥η∥1.

The objective function F (η, z, γ) is jointly convex in (η, z, γ) (for γ > 0). This problem
can be solved using alternating minimization (which is stronger than coordinate descent).
Starting from η0 ∈ Rd, z0 ∈ Rr(r = d− rg(P ) = r, γ0 ∈ ∆d,

zk+1 = arg min
z

F (ηk, z, γk),

γk+1 = arg min
γ

F (ηk, zk+1, γ),

ηk+1 = arg min
η

F (η, zk+1, γk+1).

In this context, it corresponds to computing

zk+1 =
(
Q⊤Diag(γk)

−1Q
)−1

Q⊤Diag(γk)
−1(α− ηk),

ηk+1 = S
λ/Lf

γP γk

(
α− 1

LfγP
Diag(γk)P

⊤∇f(Pα) −Qz)

)
,

γk+1 =
|ηik+1 + (Qzk+1)

i − αi|
∥ηk+1 + (Qzk+1) − α∥1

.

F.3 Experimental results

In Figure 9, we apply an alternating randomized block coordinate descent (AR-BCD) tech-
nique to solve a well-chosen inner-loop optimization problem, which was developed by Di-
akonikolas and Orecchia (2018). The inner loop strategy is developed in F.1, as well as its
convergence guarantee. We also derive an alternating minimization method on three blocks,
as detailed in F.2, simpler than AR-BCD, for which there is no convergence guarantee.
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Geometry-dependent matching pursuit

Figure 9: Convergence in function value for the ultimate method computed with an alter-
nating minimization technique, AR-BCD, and with the solver MOSEK, compared
to the regularized matching pursuit. Parameters are given by d = 50, n = 20,
s = 8 and λ = 0.001, with an inner loop with exponential precision.
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